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ABSTRACT 
Differential Scanning Calorimetry (DSC) measurements 

are routinely used to determine enthalpies of phase change, 
phase transition temperatures, glass transition temperatures, 
and heat capacities.  In order to obtain data on the amount of 
phases during phase change, time-temperature lags, which are 
inherent to the measurement process, must be estimated 
through a computational analysis. An analytical model is 
proposed for the systematic error of the instrument. Numerical 
simulation results are compared against experimental data 
obtained at different heating and cooling rates. 
 

“Keywords: Heat Flux Differential Scanning Calorimeter, 
temperature lag, analytical model”. 

 
 

INTRODUCTION 
The temperature lags are inherent to the DSC 

measurement systems since (a) temperatures are recorded 
from thermocouples that are placed away from the sample and 
reference materials (Figure 1), and (b) there is a non-
homogeneous temperature distribution within the DSC 
instrument.  By performing a computational analysis of the 
measurement process, the temperature lags can be estimated 
and their effect can be taken into account in determining the 
thermophysical properties. 

Gray (1968) proposed one of the first models to describe 
the heat flow in DTA cells that has been adopted for the study 
of DSC instruments.  
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Figure 1. Sensing system for typical heat flux type 

DSC system used for high-temperature applications:  
(a) picture and (b) schematic. 

Dong and Hunt (2001) developed an analytical model for 
the DSC heat flux instrument by considering that the 
instrument can be represented by a certain number of regions 
of uniform temperatures.  However, their model includes some 
heat transfer features that do not exist in the instrument, such 
as conduction paths between the sample plates and furnace. 
Kempen et al. (2003) modeled the Netzsch DSC 404C heat 
flux instrument using an oversimplified heat transfer model, 
e.g., only the plates and pans are considered in the model and 
a conduction path between the sample plates and furnace is 
considered.  

The Netzsch DSC 404C heat flux instrument is 
considered in this study (Figure 1).  Sabau et al. (2004) 
presented a system of nonlinear ordinary differential 
equations, which accounts for the conduction and radiation 
heat transfer within all the parts in the instrument.  The results 
presented were in good agreement with experimental results 
for the reference   plate temperature.  However, the results for 
the difference between the sample plate temperature, Ts, and 
reference plate temperature, Tr, are not in agreement with 
experimental results.  This poor agreement with experimental 
data for Ts-Tr showed that the time constants of the model 
cannot alone handle the systematic error in the instrument.   

The effect of the systematic error, or instrument 
asymmetry, is evidenced as a nonzero variation of the Ts-Tr 
for baseline measurements, i.e. when either no pans or pans 
without samples were used. Experiments indicate that the 
instrument asymmetry is due to (a) the mass difference 
between the sample side and reference side and (b) different 
time constants for the thermocouple assemblies on the sample 
and reference sides.  Numerical simulation results showed that 
the mass difference between the sample and reference 
containers accounts for a small part of the instrument 
asymmetry. Danley (2003) introduced a new DSC sensor 
design and a new method for reducing the baseline. Their 
method comprises two differential temperature measurements 
instead of one and an additional temperature measurement. 

A close look at the sensing unit reveals other sources of 
intrinsic differences between the sample and reference side 
that can yield a signal difference between the two sides of the 
instrument.  By changing the position of the sensing unit 
inside the furnace, the systematic error may decrease but it 
cannot be removed.  On the other hand, certain nonuniform 
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temperature distribution of the furnace wall is expected as well 
as a non-homogeneous temperature distribution within the 
DSC instrument such that the sample and reference plates are 
not at the same temperature.  These geometric effects cannot 
be considered through simple conduction and radiation 
mechanisms between instrument parts.  In this paper, a model 
is presented for instrument asymmetry that was developed 
based on measurements conducted at different heating and 
cooling rates. 
 
CONSTITUTIVE EQUATIONS FOR THE DSC 
INSTRUMENT 

Temperatures are normalized with respect to the initial 
temperature, i.e., y=T/To.  The most complex model, which 
includes all the heat transfer interactions between different 
components of the DSC sensing unit, is shown in Table I.  The 
mathematical model is based on the assumption that each 
component is isothermal and that the heat transfer among 
components occurs by conduction and radiation. The thermal 
resistances in the system are represented by effective 
conduction time constants, 
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, and radiation time 
constants,
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R
. An analysis of the model features was presented 

by Sabau et al. (2004) with the aim of formulating one of the 
simplest models that can qualitatively reproduce all the typical 
features of a DSC signal. 

In Table I, 
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where L7 is the latent heat of the sample material, 
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Cp

7,L  is the 
specific heat of the liquid metal at the melting point, 
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Cp

7,S  is 
the specific heat of the pure metal in the solid state at the 
melting point.  For pure metal or eutectic alloys, the phase 
change occurs at a single temperature, Tm, and 
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ym = Tm T
0
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During the phase change, the sample temperature is 
considered constant while its solid fraction varies according to 
the energy balance within that time step.  Since the controller 
thermocouple is located away from the furnace walls, a 
temperature lag between the controller temperature and 
furnace wall temperature was considered.  

The set point temperature is defined as the temperature set 
by the operator and is usually a linear variation in time given 
by the constant heating or cooling rate, 
i.e.,
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function. 
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rate [C/s]. The disk, reference container and sample container 
are made of alumina while the other parts are made of a 
platinum alloy. 

 
INITIAL CONDITIONS 

In the results presented by all studies, there is no 
discussion on the initial conditions.  In most of studies, such as 
those by Dong and Hunt (2001) and Boettinger and Kattner 
(2002), the numerical simulation results are presented for a 
certain temperature interval around the solidus and liquidus 

temperatures, without providing any information on the initial 
conditions. 

If the simulations start at room temperature, the initial 
conditions are known and the model has to be accurate enough 
to deal with the inherent transient phenomena. 

 
Table I.  Analytical model of the DSC instrument. 
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The components have the following mass: m1=0.103, 
m2=0.103, m3=1.21, m4=0.2481, m5=0.2437, m6=1.53 [g].  
The mass factors in the analytical DSC model are given as:  
f1= m1/m2, f2=m1/m3, f3=
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If the simulation starts at high temperature, say Tsolidus-
100oC, then the initial conditions for all components are not 
known and assumptions on their values must be made. The 
transition between heating and cooling regime is another 
transient regime that occurs inevitably.  It is yet to be seen 
how well the models, which are based on isothermal body 
assumption, perform in these transient regimes since at least 
the furnace undergoes changes that makes its temperature 
highly non isothermal. 
 
MODEL FOR SYSTEMATIC INSTRUMENT ERROR 

The instrument asymmetry is dependent on temperature 
and temperature rate.  Also, the variation of instrument 
asymmetry during changes in temperature rate show typical 
lags that can be described with time constant-like equations. 
Various formulations have been tried to consider the 
instrument asymmetry.   The formulation presented by 
Osborne et al. (2004), does not take into account the 
temperature rate dependence.  As the asymmetry is present for 
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runs when no containers are used, the asymmetry was then 
modeled as a source term to the sample plate equation.   This 
source-term formulation failed to describe the heating rate 
dependence.  In order to account for the asymmetry, the 
following model is proposed for the temperature difference 
between the sample side and reference side, Ts-Tr: 
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where, 
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"
A

 is the asymmetry term.  In order to account for the 
rate dependence, the evolution of the asymmetry term is 
described by a time constant-like equation. 
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 is a time 
constant whose values should be close to the furnace  time 
constant, τCF. 

! 

"  is the heating rate while g1 and g0 are 
constant parameters.  The following parameters were found to 
give one of the best agreement for Ts-Tr: 
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A

=40s, g0=0.0011, 
and g1=2.22 [s]. 
 
NUMERICAL SIMULATION RESULTS 

The computational results were compared against 
experimental data for baseline runs, i.e., empty containers, and 
sample runs using pure aluminum. The several cases 
considered are identified in Table II.  The baseline cases and 
sample cases are labeled with letter B and S, respectively, 
followed by the case number.  Based on experimental and 
computational results most critical model features were 
identified in order to reproduce all the typical features of a 
DSC signal.  Initially, experiments were performed at heating 
rates of 20°C/min from room temperature until the set point 
reached a temperature of 1073K following by cooling with 
20°C/min. For each case, the same model parameters were 
considered. The representative parameters for each case are 
shown in Table III. Sabau et al., (2004) showed that for this 
model there was a good fit for the reference temperature 

results.  However, the results for the temperature difference, 
Ts-Tr, between the sample plate temperature and reference 
plate temperature, showed very poor agreement since the 
instrument asymmetry was not considered. 

In this section, only results for the Ts-Tr will be 
presented.  In Figure 2a, Ts-Tr is shown for the temperature 
range common to all cases considered. There is a very good 
agreement with experimental results for baseline runs.  For 
sample runs, computational results show larger values at low 
temperatures. At higher temperatures, there is a good 
agreement with experimental results for baseline runs as well 
as for sample runs for all cases considered (Figure 2b, 3a, and 
3b). However, the position of the peaks at cooling, which were 
due to phase change were observed at higher temperatures.  
These results provide an experimental validation of the 
proposed asymmetry formulation since the Ts-Tr data were 
reproduced during the transition to different heating rates and 
cooling rates.   

The significance of our results can be explained by 
considering the data for the baseline run and sample run. We 
can note that since the asymmetry factor, 
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, depends on the 
furnace temperature, it is the same for baseline run and sample 
run conducted with the same heating and cooling rates. Thus, 
based on the asymmetry equations, we can obtain that: 
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In standard DSC practice, this subtraction of the baseline 
results from the sample results, i.e., 
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performed to determine the specific heat.  The same 
subtraction is also used in all the numerical simulation studies 
in order to eliminate the asymmetry effects, where it is 
assumed that the calculated temperature difference, 
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. However, as it can be seen 
from the equation 2, this assumption may not be true. 

  

 
Table II.  Cases considered for numerical simulations. 

 
Case 

id 

Heating 
rate 

[°C/min] 

Temperature [°C] 
/Time [s] when heating 

rate changes 

Heating 
rate 

[°C/min] 

Temperature [°C] 
/Time [s] at heating-

cooling transition 

Cooling 
rate 

[°C/min] 

 
 

Case type 
B1 20 - 20 800/2324.7 20 baseline run 
S1 20 - 20 800/2324.7 20 sample run 
B2 20 600/1724.7 10 800/2924.7 10 baseline run 
S2 20 600/1724.7 10 800/4124.7 10 sample run 
B3 20 600/1724.7 5 800/4124.7 5 baseline run 
S3 20 600/1724.7 5 800/4124.7 5 sample run 

 

Table III.  Time constants [s] for cases considered for numerical simulations. 
Radiation parameters Furnace Stem parameters 

τR1 τR2 τR3 τR4 τR5 τR6 τR8 τCF τC7 τR7 
650 1000 680 220 200 6300 4000 30 2500 30000 
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The following conduction parameters were considered τC1=τC2=3.3, τC3=τC4=0.01, τC5=1, τC6=10 s. 
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Figure 2.  Temperature difference between the sample plate and reference plate for cases B1 and S1 for 
temperature domains of (a) [300:800] K and (b) [800:1100] K. 
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Figure 3.  Temperature difference between the sample plate and reference plate for the high temperature domain 
[800:1100] K: (a) cases B2 and S2 and (b) cases B3 and S3. 

 
 
SIMPLIFIED DSC MODELS 
 
The model shown in Table 1 requires numerous parameters. 
Some of these physical parameters can be determined from 
experiments while others can be determined by performing an 
inverse analysis of parameter-estimation type.  In order to 
describe the system with less number of components, an 
attempt is made to simplify the model by excluding the large 
container and alumina disk from the analysis (Table IV).  In 
this case, we assume that the plates and containers exchange 
heat from a furnace medium of dimensionless temperature y0.  
The heat losses through the stem are now dealt with as heat 
losses to the ambient.  A new temperature is introduced, the 
controller temperature, yc.  In the experiments conducted, a 
thermocouple embedded in the furnace walls is used to control 
the instrument heaters such that its temperature follows the set 
point temperature.  In Table IV it is assumed that the 
controller temperature lags that of the set point and that there 
are heat losses to the ambient temperature, ya. 

For the controller-furnace model shown in Table IV, 
the time-constant parameters that yield similar results to those 
in Figures 2 and 3 are: τC1=τC2=3, τC3=τC4=2, τC5=1, τC6=10 
s, τR1=800, τR3=2000, τR5=200, τR6=6,300, τR8=4,000, 
 

Table IV. Analytical model of the DSC instrument 
based on furnace and controller temperatures. 
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τR1=800, τR3=2000, τR5=200, τR6=6,300, τR8=4,000, τCa=N/A, 
τRa=80,000, τCF=60, τRF=7000, τCF1=120, τRF1=2,000, 

! 

"
A

=40s, g0=0.33, and g1=79.3 [s]. 
 
Although the interactions between instrument components are 
minimized in the controller-furnace model, the deficiencies 
noted with the first model are not corrected. Numerical 
simulation results indicate that the furnace temperature plays 
an important role in the model.  However, there is no simple 
approach to account for furnace temperature variation.  The 
furnace temperature should be described by using more time 
constants than the two models considered, which will increase  
the complexity of the model.  
 
 
INSTRUMENT UNCERTAINTIES 
 
In order to document the experiment uncertainties, several 
experiments were conducted.  The experiments were 
conducted in the following chronological order: S3-A, S3-B, 
S3-C, S2, and S1.  The sample was placed in its pan at the 
beginning of experiment S3-A.  All experiments were 
conducted with complete heat/cool cycles as detailed in Table 
I. The sample was removed at the end of the five runs. In 
Figure 4, the differential voltage signal, dV, is shown as a 
function of reference temperature, TR, for the five consecutive 
experiments.  For the three S3 cases, only the heating is 
shown, including the domain with 5oC/min where melting 
occurs. For S2 and S1 cases, data is shown only for the first 
heating segment that lasts until the set point temperature 
reaches 600oC.  The first measurement, S3-A, is very different 
than the subsequent four, which are almost identical.  The data 
shown in Figure 4, indicate that, in order to insure 
reproducibility, the sample must undergo a melting and 
solidification cycle. The subsequent experiments show 
excellent reproducibility.  
        The results for TR and dV are shown in Table V at 13 min 
and 28 min since the onset of each experiment. The set point 
rate for the times shown in Table V is 20 oC/min. In order to 
document the measurement uncertainty, the standard deviation 
was determined from the five sets of data (Table VI).  
 

Table V.  Data sampling at 13 and 28 min since the 
onset of measurement.   

Case Id Time 
[min] 

TR [oC] dV[µV] 

S3-A 13 229.20 15.88 
S3-B 13 229.35 9.63 
S3-C 13 228.93 9.27 
S2 13 229.04 9.07 
S1 13 229.53 9.15 
S3-A 28 553.61 18.87 
S3-B 28 553.52 11.75 
S3-C 28 553.51 11.32 
S2 28 553.02 11.30 
S1 28 553.76 11.09 
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Figure 4. Differential voltage DSC signal as a function of 
reference temperature for temperature ranges of (a) 

[0:650], and (b) [640:690] [oC]. 

 
Table VI.  Mean and Standard Deviation. 

Time 
[min] 

Mean (Std. Deviation) 
TR [oC]  

Mean (Std. Deviation) 
dV[µV] 

13 229.21 (0.24) 9.28 (0.25) 
28 553.48 (0.28) 11.36 (0.27) 

 
 
CONCLUSIONS 

A mathematical model was developed for the Netzsch 
DSC 404C instrument with high accuracy heat capacity 
sensor.  It was assumed that each component is isothermal and 
that the heat transfer among components occurs by conduction 
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and radiation. The instrument systematic errors, which are 
seen in the differential signal, are considered.  There is a good 
agreement with experimental results for baseline runs as well 
as for sample runs.  

It was found that the lag between the furnace temperature 
and set point temperature is important but cannot be described 
by simple time-constant type equations. The proposed 
mathematical model yields accurate results over a wide 
temperature range, during heating and cooling regimes. The 
instrument uncertainties are described in detail. In order to 
insure reproducibility, the sample must undergo a melting and 
solidification cycle. The subsequent measurements show 
excellent reproducibility. 
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