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FOREWORD

This report is the twenty-.sixth in a series of Quarterly Technical Progress Reports on Damage Analysis
and Fundamental Studies (DAFS), which is one element of the Fusion Reactor Materials Program, conducted
in support of the Magnetic Fusion Energy Program of the U,S. Department of Energy (DOE). The first eight
reports in this series were numbered DOE/ET-0065/1 through 8. Other elements of the Fusion Materials
Program are:

" Alloy Development for lIrradiation Performance (ADIP)
. Plasma-Materials Interaction {PMI)
. Special Purpose Materials {SPM).

The OAFS program element is a national effort composed of contributions from a number of National Labora-

tories and other government laboratories, universities, and industrial laboratories. It was organized by

the Materials and Radiation Effects Branch, DOE/Office of Fusion Energy, and a Task Group on Damage Analy-
sis and Fundamental Studies, which operates under the auspices of that branch. The purpose of this series
of reports is to provide a working technical record of that effort for the use of the program participants,
the fusion energy program in general, and the DOE.

This report is organized along topical lines in parallel to a Program Plan of the same title so that activ-
ities and accomplishments may be followed readily, relative to that Program Plan. Thus, the work of a
given laboratory may appear throughout the report. Note that a new chapter has been added on Reduced Acti-
vation Materials to accommodate work on a topic not included in the early program plan. The Contents is
annotated for the convenience of the reader.

This report has been compiled and edited under the guidance of the Chairman of the Task Group on pamage
Analysis and Fundamental Studies, D. G Doran, Hanford Engineering Development Laboratory (HEDL). His
efforts, those of the supporting staff of HEDL, and the many persons who made technical contributions are
gratefully acknowledged. T. C. Reuther, Materials and Radiation Effects Branch, is the DOE counterpart to
the Task Group Chairman and has responsibility for the DAFS program within DOE.

G. M Haas, Chief
Fusion Technologies Branch
Office of Fusion Energy
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CHAPTER 1

IRRADIATION TEST FACILITIES



|
CM. Legan and D. W. Heikkinen (Lawrence Livermore National Laboratory)

1.0 Objective

Thz objectives of this work are operation of rRTMS-II {a l4-#eV neutron source facility), machine i
devalogrent, and su}g)port of the experimental program that utilizes this facility. Experimenter services
include dosimetry, andling, scheduling, coordination, and reporting. =mis-II IS supported jointly by the
U.s. and Japan and is dedicated to materials research for the fusion power progran. Its primary use iIs to
aid_iIn the dsvelcoment of models of high-energy neutron effects. Such medels are needed In interpreting and
projecting to the fusion environment, engineering data obtained in other spectra.

2.0 Summary

Irradiations were performed on 10 different experiments during this quarter. lon source developnent
continues. A redesigned ground electrode asserbly Was installed. Target cooling water leaks were
encountered and repaired.

3.0 Program

Title: =ms-1I Operations (WaJ-16)
Principal Investigator: C. M. Logan
Affiliation: Lawrence Livermore National Laboratory

4.0 Relevant DAFs Program Plan Task/Subtask
TASK II.,4,2,3,4,

TASK tr.28,3,4

TASK 11.C,1,2,8,11,13,

50 iation — Logan, 2]

During this quarter, irradiations (both dedicated and add—n) were done for the following people.

__ Experipenter P or A* _Sample Irradiated

R. Smither (ANL) A Al - the 27a1(n,2n)26m1 cross
section near threshold

K. Saneyoshi (TIT) A LiF - determine the feasibility of
T self irradiation as a tritium
production rmonitor

D. Heikkinen (LINL) A Nb - dosimetey calibration
K. abe (Tonoku) P Metals -mechanical properties
H. Matsui (Tchoku) room temperature

H. Kayano (Tohoku)
M. Kiritani (Hokkaido)



Experimenter P or A* Sample Irradiated

H. Takahashi (Hokkaido)
K. shinchata (Kyushu)
E. kKuramoto (XKyuwshu)
N. Yoshida (xyushu)
T. Einoshita (Kyushu)
N Igata (Tokyo)

A. konyama (Tokyo)
K. Mihayara (Tokyo)
H. Kawanishi (Tokyo)
K. ramada (Nagoya)
M. rseki (Nagoya)

K. sata (Nagoya)

Y. Shimomura (Hiroshima) A Al T oroom temperabture experiment
cascade and microsctructural
damage

K. sumita (Osaka) A Insulators - electrical and
mechanical properties

P. Hahn (Vienna) A Mb-TL = measure fluxcid pinning
strengkth OF supetconductors

K. Okamura (Tohoku! a Silicon carbide fibers -
mechanical properties

L Lucht (LLNL) A Qil shale tracer transport in
Fluidized bed

P. Pawlikowski (LLML) P {n,2n} cross section

G. Coleman (LINL)

*P - primary, A = Add-on

51 — -

The iIon source system devalogment continues on the right mchine.

General cleanup was performed in June on all areas of the facility.

Left mchine target hub and water lines developed leaks. Hoses were replaced and the hub was repaired.
gngewévl W%reéﬁgutgdwglgscﬁmogleybvﬁssigg.smned on the right machine In order to improve vacuur conductance

6.0 Future Work

Irradiations will be continued for H. Heinisch (HEDL) et al,, K Saneyoshi (TiT), R. Smither (AwL), L, Lucht
(LIMU) , P. Pawlikowski/G, Coleman (LML), D. Heikkinen (Liam), Also during thls_[i)erlod_, irradiations for N.
Yoshida (gyushu) , H. Matsul (Tohoku), K RKawamura (TIT)and D. Methaway (Liam) will be initiated.

A new oyzass and Filtering systemwill be installed on the target cooling water system.



CHAPTER 2

DOSIMETRY AND DAMAGE PARAMETERS



DOSIMETRY MEASUREMENTS AND DAMAGE CALCULATIONS FCR THE ORR-MFE4B EXPERIMENT

L. R. Greenwood and R. K. Smither (Argonne National Laboratory)

1.0 Objective

To measure the neutron fluence and calculate the resultant damage in irradiated specimens during the MFE4B

spectral-tailoring experiment in ORR.

2.0 Sumnary

Dosimetry measurements and damage calculations are reported for the MFE4B spectral-tailoring experiment in
With an expsoure of 424 full power days the maximum fluence was 1.9 x 1022
The status of all other experiments is summarized

the ORR.
about 64 appm helium and 5.1 dpa in 316 stainless steel.
in Table 1.

TABLE |

STATUS CF DOSIMETRY EXPERIMENTS

n/em? producing

Facility/Experiment

Status/Comments

ORR - ME 1 Completed 12/79
- ME 2 Completed 06/81
- MFE 4A1 Completed 12/81
- MFE 4A2 Completed 11/82
- MFE 48 Completed 04/84
= TBC 07 Completed 07/80
- TRIO-Test Completed 07/82
- TRIO-1 Completed 12/83
- Hf Test Completed 03/84
- P Test Samples Sent 06/84
HFIR - CTIR 32 Completed 04/82
- CTR 31, 34, 35 Completed 04/83
- CTR 30 Samples Received 07/84
= T2, RB1 Completed 09/83
= Tl, CTR 39 Completed 01/84
- RB2, R83, T3 Irradiations in Progress
- CTR 40Q-52 Irradiations in Progress
-JP 1-8 Irradiations in Progress
Omega West - Spectral Analysis Completed 10/80
= HEDL1 Completed 05/81
" HEDLZ Samples Sent 05/83
= LANL 1 Samples Sent 06/84
EBR 11 = X287 Completed 09/81
IPNS = Spectral Analysis Completed 01/82
- LANLL (Hurley) Completed 06/82
= Hurley Completed 02/83
- Coltman Completed 08/83
3.0 Program
Title: Dosimetry and Damage Analysis
Principal Investigator: L. R. Greenwood
Affiliation: Argonne National Laboratory



4.0 Relevant DAFS Program Plan Task/Subtask

Task II.A.l Fission Reactor Dosimetry

5.0 Accomplishments and Status

The MFE4B experiment in the Osk Ridge Research Reactor {ORR) is a spectral-tailering irradiation designed to
achieve fusion-like helium-to-dpa ratios in stainless steel.l The experimentt is nearly identical to the
MFE4A irradiation reported earlier.? The irradiation took place in core position E7 from April 22, 1981 to
October 20, 1982 for a total exposure of 424 full power days. The present analysis is based on four dosim-
etry tubes removed from the assembly when it was repackaged. New replacement dosimetry tubes were inserted
at that time and the experiment is now undergoing further exposure in ORR. The present interim measurements
are thus designed to check on the progress of the experiment, especially regarding the critical heljum-to-
dpa ratio and the subsequent insertion of the hafnium core piece to reduce the helium accumulation.

The four stainless steel dosimetry tubes measured 1/16" 0D. x 2-3/4" long and contained small specimens of
Fe, Ni, Co, Ti, Nb, Cu, 80%Mn-Cu, and helium accumulation monitors supplied by Rockwell International. All
of the samples were gama counted by Ge{Li) spectroscopy and the measured activation rates are listed in
Table II. One dosimetry tube apparently burst during the irradiation and some of the dosimeters could not
be removed from the tube for gama analysis. Two of the tubes were located on the upper level and two on
the lower level of the MFE4B assembly. [|n each case, one tube was outside and one inside of a stainless
steel annulus surrounding the NaK and experimental samples. The top tubes were at 600°C while the lower
tubes were in the 600°C temperature region.

TABLE I1
ACTIVATION RATES MEASURED FOR ORR-MFE4B

Dosimeters removed 10/82 at 424 FPD; normalized to 30 MW
Burnup corrections included; accuracy *2% unless noted

Reaction Height, in. Activity (atom/atom-s)
Inside Outside
58Fe(n,v)59Fe -0.84 1.60 E-10  1.69 E-10
{+4%) -2.41 168 E-10 178 E-10
-3.91 1.70 E-10
-4.03 1.73 E-10
-5.72 149 E-10 154 E-10
59¢o(n ,v)60Co -1.02 5.52 E-9
-4.08 5.46 E-9
-4.20 510 E-9
I3Nb{n.v)?%Nb -1.56 272 E-10 2.89 E-10
-4.88 272 E-10 277 E-10
S4Fe(n,p)>4Mn -0.84 980 E-12 989 E-12
-2.41 1048 E-12 10.22 E-12
-3.91 10.47 E-12
-4.03 10.76 E-12
-5.72 10.22 E-12 10.03 E-12
46Ti(n,p)46sc -1.31 1.40 E-12
-4.37 137 E-12 145 E-12
-4.62 1.42 E-12 143 E-12
55Mn(n,2n)54Mn -1.81 371 E-14 396 E-14
-5.12 3.71 E-14 333 E-14
63Cu(n,«)60Co -2.06 6.94 E-14
-5.37 719 E-14 683 E-14
58Ni{n,p)58Co* -2.25 396 E-12 429 E-12
-4.37 4.46 E-12
-5.56 476 E-12 500 E-12
60Ni (n,p)60CO* -2.25 129 E-12 158 E-12
-4.37 157 E-12
-5.56 126 E-12  1.30 E-12
*

Burnup corrections not included but estimated to be 50%
of more for both nickel reactions.



The activities listed in Table IT can all be fit to a simple polynomial of form:

f(h) = fmax {1 + ¢ (x-xg)2] (1)

where fmax = highest value and xg = center of flux gradient. The thermal and fast reactions were fit
separately and the resultant parameters are listed in Table I1I. As can be seen, the vertical gradient is
only about 15%over the sample region while the inner-to-outer gradient is quite small, with a thermal
difference of about 5% and no apparent fast gradient.

TABLE 111

MAXIMUM ACTIVITIES FOR QRR-MFE4B
(Values Determined from Polynomial Fit)

Activation Rate (atom/atom-s)

_ _ _ Ratio {24
Reaction Inside Outside in
58Fe(n, y)?9Fe 172 E-10 1.77 E-10 1.03
59¢Co(n,v)60Co 525 E-9 570 E-9 1.08
93Nb(n, v} I4Nb 285 E-10 296 E-10 1.04
4re(n,p)54Mn 1.07 E-11 106 E-11 0.99
46Ti(n ,p)46sc 142 E-12 143 E-12 1.01
55Mn(n,2n)5%Mn 385 E-14 385 E-14 1.00
63Cu(n,a)60Co 7.20- E-14 720 E-14 1.00

Gradient Polynomial Function

Fix) = Fmax [1 + ¢ {x-%0)2]

where Fmax = maximum value
%p = center of activity (inches)
c X0
Fast -1.269 E-2 -3.35"
Thermal -1.521 E-2 -2.81"
Global -1.395 E-2 -3.06

The maximum activity values were used as input to the STAYSL computer code to adjust the neutron spectrum
calculated by R. A "Litlie.l The adjusted flux and fluence values are listed in Table Iv and the spectrum
is shown in Fig. 1. These values are quite similar to those reported previously for the MFE4A experiment
after a similar exposure.2 The thermal flux was calculated assuming a temperature distribution centered at
95°C, the temperature of the surrounding moderator. The derived 2200 m/s flux i s also listed for
comparison.

TABLE |V

MAXIMUM ALUX AND FLUENCE VALUES FOR QRR-MFE4B
(Values at 30 MV after 424 FD at -3" below midplane)

Flux, x 1014 n/cme-s

Fluence, x 1021 n/cm2

Energy Error, % Inside Outside Inside Outside

Total 6 5.19 5.36 19.0 19.6

Thermal (<.5 e¥) 6 1.70 1.83 6.24 6.72
(2200 m/s)

Fast, ».11 MV 10 1.76 1.70 6.43 6.43

05 eV - 0.11 MV 12 1.73 1.77 6.33 6.48
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Fig. 1. Adjusted flux spectrum for the ORR-MFE4B experiment normalized to 30 Ml after 424 full power days.
The dotted and dashed lines indicate one standard deviation; however, the flux groups are highly
correlated.

Displacement damage and helium calculations were performed using the SPECTER computer code. Values are
listed for a number of elements at the maximum flux position in Table V. The He and dpa values at other

heights in the assembly can be determined using Eq. (1) and the maximum values in Table V.

TABLE V
DAMAGE PARAMETERS FOR ORR-MFE4B (424 FPD)

Element He (appm) OPA
Inside Outside Inside Outside

Al 3.91 3.92 8.65 865
Ti 2.96 2.96 5.51 5.51
¥ 0.14 0.14 6.12 6.12
Cr 0.97 0.97 5.48 5.48
Mna 0.81 0.81 5.86 5.87
Fe 1.68 1.68 487 487
Cod 0.81 0.81 5.61 5.66
Thermal 457.0 517.8 0.81 0.91
Nib Fast 23.9 23.8 5.13 5.14
Total 480.9 541.6 5.94 6.05
cu 1.45 1.46 4,70 4,70
Ir 0.15 0.15 5.08 5.08
No 0.31 0.31 4,68 4.68
Mo - - 3.44 3.44
Ta - - 2.36 2.36
316 ss€ 63.8 717 5.10 5.12

Y%elf-shielding corrections may be needed for the {n,y)
damage in Mn (5%) and Co {17%).

bSee references 3 and 4 for nickel calculations.

€316 ss: Cr {.18), M (.019), Fe (.645), Ni (.13},

Mo (0.026)




Helium and damage rates for nickel and 316 ss were computed separately and are listed in Table VI and shown
in Fig. 2. The procedure used in these calculations was described in detail in a recent publication.3 The
extra d a from the 96Fe recoils is also included using the formula of one displacement for every 567 appm
helium.!"  As shown in reference 3, we expect the helium calculations to be quite accurate (#5-10%). Of
course, samples fam this experiment will also be analyzed by Rockwell International and measurements will
then become available for a number of elements. These data will be used to refine our helium production

cross sections and to improve our dosimetry technique.

TABLE VI

KLIUM AND DPA GRADIENTS FOR ORR-MFE4B (424 FPD)
(Values are listed for the inner position)

Fig. 2.

) ) Fluence Helium, appm DPA
Height, in. —
{x 1022 n/cm2) Ni 316 ss Ni 316 ss
0 1.67 81, 50.7 5.18 4.48
-1 1.81 441. 58.5 5.61 4.85
-2 1.88 472. 62.6 5.87 5.04
-3 1.90 481. 63.8 5.94 5.10
-4 1.86 463. 61.4 5.80 4.99
-5 1.76 419. 55.7 5.46 4,72
-6 1.61 357. 47.5 4,93 4.30
o
o
o
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Helium (appm} and dpa (x 10} values are shown for 316 stainless steel as a function of the height

above midplane.
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MEASUREMENT CF Cu SPALLATION CROSS SECTIONS AT IPNS

L. R. Greenwood and R. K. Smither (Argonne National Laboratory)
1.0 Objective

To develop new cross sections and techniques for dosimetry and damage analysis at accelerator-based neutron
sources.

20 Sumnary

Spallation cross sections for Cu have been measured at the IPNS at Argonne National Laboratory. Results
are reported for the production of 21 different radioisotopes at 13 dffferent energies between 25 and 450
MeV. These data are now being tested for spectral adjustments at IPNS and LAMPF and some preliminary
results are reported.

3.0 Program

Title: Dosimetry and Damage Analysis
Principal Investigator: L. R. Greenwood
Affiliation: Argonne National Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Task II.A.2  High-Energy Neutron Dosimetry

5.0 Accomplishments and Status

Spallation cross sections are being developed in order to extend our dosimetry and damage techniques to
higher energies for accelerator-based neutron sources. especially spallation sources such as the Intense
Pulsed Neutron Source {IPNS) at ANL and the_Los Alamos Meson Physics Facility {LAMPF} at LANL. Results were
reported previous'lyl for the production of 7Be, 22Na, and 24Na from Al. In the present report results are
listed for 21 different radioisotopes from Cu.

A stack of three copper foils, each measuring 4" x 4" x 5 mils, was directly irradiated in the proton beam
of the IPNS. The large size of the foils guarantees interception of the entire proton beam which is
subsequently stopped in a beam dump Faraday cup and integrated to determine the total number of protons.
The center foil was gama counted while the front and back foils were used to_ correct for recoil losses.
Each irradiation required about 1 hour to obtain a proton fluence of about 1037, The foils were autoradio-
graphed prior to cutting and gama counting to determine the beam profile. Absorbers were used to reduce
the proton energy below 50 MeV.

The cross section results are listed in Tables I-III. Tables 1-11 list true spallation products which pre-
sumably are identical for either neutron or proton irradiation. Table III lists specific proton-induced
reactions which are produced from peripheral reactions on individual copper isotopes. Most of the values
are accurate to %, It is important to note that each foil had to be counted at least four times at
different _decay times, in order to correctly identify and separate all of the different isotopes. For
example, 60Co can not be accuratelg counted until about 30 days after the irradiation due to interference
from 52Mn (1333.6 keV, 5.6 days), 92Zn (1173.0 keV, 9.3 hours), and 96Co (1175.1 ke¥, 78.8 days).
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TABLE 1
SPALLATION PRODUCT CROSS SECTIONS FOR Cu

Energy, MV Cross Section, mb

60co 59re  58Co 57N 57¢Co 56Mn

26 - - 3.92 . - —
32 6.04 _— 69.2 - 0.52 -
40 10.8 0.08 81.3 0.33 20.2 -
50 13.2 0.20 57.8 1.87 62.8 -
80 10.1 0.77 49.8 1.20 34.7 -
100 9.90 0.84 47.2 1.74 41.2 --
150 9.35 1.02 426 1.80 39.0 --
200 9.10 1.12 38.6 1.65 36.6 2.37
250 9.61 1.25 375 1.58 34.2 2.89
300 9.54 1.33 36.3 1.46 32.4 2.80
350 9.61 1.39 34.9 1.39 33.4 2.94
400 8.93 1.38 32.3 -- 33.4 -
450 8.71 1.38 30.7 1.21 28.6 2.92
TABLE II

ADDITIONAL SPALLATION PROOUCT CROSS SECTIONS FR Cu

Energy, MV Cross Section, mb

56{‘,0 5500 54Mn 52Fe 52Mn 51Cr

40 0.028 -- 0.056 .- -- --

50 0.25 - 1.61 - - --

80 13.2 0.96 3.62 — 0.56 0.31
100 10.4 1.44 8.40 0.030 1.84 2.55
150 12.0 1.70 13.4 0.083 3.87 7.29
200 11.6 1.86 15.7 0.131 5.21 111
250 11.7 1.83 18.0 0.153 6.50 147
300 11.4 1.92 19.1 0.178 7.15 17.3
350 111 1.76 19.9 0.181 7.88 19.6
400 10.2 -- 20.2 - -- 20.2
450 9.67 1.67 19.6 0.209 8.18 21.0

48y 48gc 475c 46gc 445

100 0.129 -- -- 0.02 --
150 0976 0027 0184  0.188  0.060
200 2.26 0090 0350 0542  0.251
250 3.80 0116 0554 107 0572
300 5.16 0321 0821 164 0.914
350 6.27 0381 0991 224 1.41
400 7.43 - - 3.02 --
450 7.87 0318 148 3.28 217

12



TABLE 1I1

PERIPHERAL PROTON REACTIONS WITH Cu

Energy, MeV Cross Section, mb

65Cu(p,n)65zn  65cu(p,np)64Cu  63cu(n,2n)62zn  63cu(p,2np)blcy

26 44.0 436. 102. 89.7
32 32.6 306. 33.0 354.
40 26.3 269. 5.1 282.
50 22.4 241. 24.9 194.
80 8.56 133. 8.07 105.
100 6.24 103. 5.50 66.2
150 3.85 75.3 3.28 49.6
200 3.09 64.5 241 30.7
250 2.44 55.6 1.85 30.4
300 2.15 52.8 1.46 29.0
350 2.04 54.0 1.19 25.6
400 1.88 - -- -
450 1.64 51.4 0.95 21.7

Since Spallation produces all masses lower than the target mass, most of our Cr0SS sections should be
considered as chain yields, comparable 10 the fission case. _For example, our CrosS section for 48y

includes contributions from #8¢r (21.6 hour), 56Mn includes 56Cr (5.9 m), and so on. 52Fe and 57Ni are
listed separately since they could be easily identified. However, the Cross sections for 52Mn and 57Co also
include these contributions. Such effects should be carefully considered in the application of the cross
sections in Tables I-II.

The peripheral reaction data in Table III is compared to previous measurementsZ,3 at lower energy in
Figure 1. The excellent agreement with previous data helps to confirm the accuracy of our proton beam
current integration and energy calibration.

O,

N - COPPER

: ,-" ;‘\

. \\. ',

N

a .
S \ e, ° g?Zn
57 T Mo | _71GEn
5 ] “eeae 7
Ll
B
(D - n
O ]
S —3 o 65

E o Zn

- [ ]

- n

- nu“no
o

io* 10° 10

ENERGY, MeV

Fig. 1. Comparison of measured cross sections for peripheral reactions on Qu with previous measurements.
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The overall spallationyield mass depen-

Some of the spallation cross sections are shown in Figures 2-4.
As can be seen, the semi-empirical

dence is shown in Figure 5 and compared to semi-empirical theorfies.%,
equations incorrectly predict the mass dependence of the spallation yield. These theories also do not pre-
dict the energy dependence of the cross sections, as demonstrated in Figure 4. At present the models only
appear to be accurate to within about a factor of 2. Clearly, the present data could be used to readjust
these semi-empirical models, although this has not yet been done.
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Fig. 2. Spallation cross sections are shown from Cu to various Co radioisotopes.
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Fig. 3. Spallation cross sections are shown from Cu to Sc, V, and Cr radioisotopes.
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a function of mass. Ideally, this ratio should be equal to 1. Clearly. the model of Silberberg
and Tsao (Ref. 5) does not predict this dependence correctly. The Rudstam model (Ref. 4) also

shows a similar behavior.
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Sone preliminary testing of spallation cross sections for spectral adjustment has already been done at IPNS
and LPMPF. The Al data reported previouslyl and some Fe data & has been ﬁed to %tend several cross

secﬂons to 800 MeV. In particular, measurements of the Al reactions to
to

e and “*Na and the Fe reactions
Cr and ¥¥Mn appear to agree reasonably well with neutronics calculations at both facilities. An

adjusted spectrum at LPMPF is shown in Figure 6. This data is now being written up for publication (see
section 8.0) and presentation at the Williamsburg conference in June.
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Fig. 6. The adjusted neutron spectrum fam STAY'SL for the LPMPF radiation effects facility i s compared with

6.0

1.

neutronics calculations using the MCNP and HETC computer codes. Note that adjustments are now being
made up to 800 MeV using our new spallation cross sections.
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7.0 Future Wok

These spallation Cross sections are now being tested for application at IPNS and LRMPF. They will also be
evaluated for application at FMIT for measuring the weak neutron flux between 30-55 NMBV.

8.0 Publications

Two papers have been submitted for publication in the Proceedings of the 12th International Symposium on
the Effects of Radiation on Materials, Williamsburg, VA, 18-20 June 1984.

1. Measured Radiation Environment at the LRMPF Irradiation Facility, 0. R. Davidson, R. C. Reedy,
W. F. Sommer, and L. R. Greenwood.

2. The Calculation of Radiation Damage Parameters for the LAMPF Irradiation Facility, D. R. Davidson,
W. F. Sommer, M. S. Wechsler, and L. R. Greenwood.
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HELIUM GENERATION MEASUREMENTS FOR Ti AND Cu FRO¥ ORR )
E. M. Oltver, 0. W. Kneff, and R. P. Skowronski (Rockwell International)

1.0 Objective

The objectives of this work are to apply helium accumulation neutron dosimetry to the measurement of neu-
tron fluences and energy spectra in mixed-spectrum fission reactors utilized for fusion materials testing,
and to measure helium generation rates of materials in these irradiation environments.

20 Summar

Helium generation measurements have been made for Ti and Cu samples irradiated in the Oak Ridge Research
Reactor (0RR) experiment #FE4a2. The results are significantly different from helium generation predic-
tions based on £NDF/B-Y cross section evaluations, providing evidence that the £MDF/8-Y files for helium
generation in Ti and Cu require revision for fission reactor neutron spectra. Similar discrepancies have
ﬁreV|oust been observed in analyses of samples irradiated in the Experimental Breeder Reactor-11 (£3R-i1),
easurements were also made u3|ng_platlnum—encaggu!ated samples to test helium retention in Ti, Cu, and Fe
in the severe ORR irradiation environment. Preliminary results show less than 1% loss from iron, but
losses of 3.9 and -6% from Ti and Cu, respectively.

3.0 Program

Title: Helium Generation in Fusion Reactor Materials
Principal Investigators: 0. W. Kneff and H. Farrar [Y
Affiliation: Rockwell International

4.0 Relevant DAFS Program Plan Task/Subtask

Task I1.4.1 Fission Reactor Dosimetry
Task 11.A.4 Gas Generation Rates
Subtask 11.A.5.1 Helium Accumulation Monitor Development

5.0 Accomplishments and Status

Helium generation measurements have been performed for Ti and Cu samples irradiated in ORR as part of
experiment MFE4a2, and helium-retention measurements have been made for a set of platinum-encapsulated Fe,
Ti, and Cu samples also irradiated in this experiment. These measurements are part of a joint Rockwell-
Argonne National Laboratory (AiL) ?rogram to measure total helium production rates over the range of fis-
sion reactor neutron spectra and fluences used for fusion materials testing, and to use the results to
integrally test helium production cross section evaluations used in damage calculations. The present
resylts ?Ttend the measurements recently repaited f?r nickel_samples from nine different Taterials irradi-
ations,{1) iron samples from oRR-1F£442 and EBR-11,02) and Ti and Cu samples from EBR-II.(Z!

The analyzed Ti and Cu samples from ORR experiment MFe4az (MFE44, over the irradiation period June 12, 1580
to April 23, 1932) were incorporated in that experiment as bare wire segments for both helium accumulation
and radiometric dosimetry measurements. These samples are listed in Column 1 of Table 1. The sample
number designates the ANL dosimetry tube In which each sample was placed. After irradiation, the activated
samples were radiometrically counted at ANL and then returned to Rockwell. At Rockwell they were etched,
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TABLE 1

HELIUM PRODUCTION MEASUREMENTS FOR TITANIUM AND COPPER
IRRADIATED IN ORR-HFE4A2

Irradiation Location 4ye Concentration

zla) ) Measure?(b) Calculat?d(d) Calculated
Sample {cm) Radius (appm) {c) (appm) (¢) “Measured
Ti-5 -4.22 inner 1.20 2.75 2.29
Ti-8 -4.22 outer 1.27 2.94 2.31
T1-4 -12.62 outer 1.23 2.90 2.36
Ti-1 -12,78 inner 1.17 2.71 2.32
cu-5 -5.40 inner 2.14 1.31 06l
Ciu-3 -5.41 outer 2.29 1.38 0.60
cu-4 -13,82 outer 2.15 1.0 0.60
Cu-1 -13.97 inner 1.9 1.22 0.61

(a)pistance above core midplane

Dlpretiminary values, based on preliminary corrections for helium loss during
irradiation (see text). Concentration uncertainties are 5%

“latomic parts per million (10-% atom fractionz )

d)gased on calculations by L. R. Greenwood (Ref. 4; see text) using £MDF/3-Y

to remove all possible surface effects qf helium recoil, and then segmented and analyzed by high-sansitiv-
Ity gas mass SBectrometry{S? ?or thelr irradiation-generated he?lum oncentrations. yMuftlgle %pe0|mens
were analyzed for each sample location, with good reproducibility. The absolute uncertainty in each
helium analysis was t1-2%,

One sapple of each material was also | for 3He, which .can be formed from the decay, of tritium
o?%en qund in reac@or environments. a?ﬁey§ﬁg concen%r§¥|on in eacﬁ case was measureg %oybe about 1 appb
(109 atom fraction).

The MFe442 experiment also_included a set of Fe, Ti, and Cu samples vacuum-encapsulated within miniature
platinum capsules. Analysis of these samples was initiated to test helium retention within the samples
themselves under the high-temperature irradiation conditions in ORR. Five capsules were sheared within
the mass spectrometer system and the helium release from the samples into the capsule void was measured.
The capsule helium release was then compared with the helium release from the other bare wire samples to
et a preliminary estimate of the fractional helium loss. The results indicate that the iron released
ess than 1%of its helium durln%_lrradlatlon, but that the Ti and Cu samples released -3.5% and -5%,
respectively. The fractional helium release is variable, introducing an estimated :5% uncertainty in the
final measured sample helium concentrations. These results compared the helium release from unetched,
encapsulated wire samples with the helium remaining _in etched samples from nearby locations. Further
measurements will be made for the helium remaining in the unetched samples themselves, to determine whether

Fo G588 oS OBR T Moot fratioflS oI B A5 ¥Relseoi i gy, measured samples will be

The measured helium concentrations for the ORR-irradiated Ti and cu samples are given in Column 4 of

Table L They have_been corrected for helium loss during irradiation, and have estimated uncertainties of
about 29. We consider these results to be preliminary, because further analyses are in progress to refine
the helium loss measurements.

Column 5 of Table 1 gives the predicted helium concentrations in the analyzed samples, based on helium pro-
duction cross section evaluations from the £nNOF/8-Y General Purpose File. These predictions were deriy:
from L. R. Greenwood"s calculations for the maximum-exposure core-height location (-5.84 cm) for Mrraaz, (4)
Those calculations were used as an estimate for the Ti-5 and Cu-5 irradiation p03|F1?ns. This estimate
introduces negligible uncertainty, because of the small_neutron fluence gradients. Predictions for
Ehe other sampgf locations were calculated from the maximum-exposure values using the ratios of the
GGTi(n,pé ?29 Cu{n,a) reaction rates in the different T1 and Cu samples, respectively, as measured by
reenwood.

Comparisons between the measured and calculated helium concentrations in the Ti and Cu samples show large
discrepancies. The titanium predictions are about 230% high, while the cop?gr predictions are about 40%
low. These comparisons are similar to the results obtained previously for Ti and Cu samples from £BR-11I
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experiment x237, for which the Ti and Cu predictions were -270% high and -40% low, respgctige]¥,(2) The
present comparisons provide further evidence that the eior/8-¥ files for helium generation in T and Cu
need significant revision for fission reactor neutron spectra.

6.0 References

1 0. W Kneff, R P. Skowronski, &. M. Oliver, and L R. Greenwood, "A Comparison of Measured and
Calculated Helium Production in Nickel for Fission Reactor Irradiations,™ in Damage Analysis and
Fundamental Studies, Quarterly Progress Report July-September 1983, DOE/ER-0046/ 15 US. Department

of Energy, 12 (1933},

2. B. M. Oliver, 0. W. Kneff, and R. P. Skowronski, "Helium Generation Measurements for £Br-{1 and ORR"
in Damage Analysis and Fundamental Studies, Quarterly Progress Report January-March 1984,
D05/ER-0045/17, U,5, Department of Energy (1934).

3. H. Farrar IV, W. N. McElroy, and E. P. Lippincott, "Helium Production Cross Section of Boron for
Fast-Reactor Neutron Spectra," Nucl. Technol., 25, 305 (1975).

4. L. R Greenwood, "Dosimetry and Damage Analysis for the MFE4A SBectraI Tailoring Experiment in ORR,"
in Damage Analysis and Fundamental Studies, Quarterly Progress Report October-Oecember 1982,
DOE/ER-0046/17 , U.5. Department of Energy, 14 (19337,

7.0 Future Work

Helium measurements and integral cross section testing are continuing, in a joint effort with ANL. This
work includes the analysis of several materials that have been, and will be,” incorporated in a number of
different _experiments In ORR and HFIR_(High Flux Isotopes Reactor). The goals of this work are the accu-
rate prediction of helium generation In materials irradiation experiments and the further development of
helium accumulation fluence monitors for stable-product neutron dosimetry.

8.0 Publications

None.
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CHAPTER 3

REDUCED ACTIVATION MATERIALS
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ACTIVATION OF SEVERAL OXIDES

D, G. Doran, F. M. Mann, and H. L. Heinisch (Hanford Engineering Development Laboratory)

1.0 Objective

Oxides are used as dispersion hardening agents in alloys. The purpose of this work was to examine several
candidate oxides for compatibility with the goal of reducing the activation of fusion reactor materials to
meet shallow burial criteria.

2.0 Summary

The activation of Mg, Bel, Y,03, Al,03, and Cal was estimated for a 10 Hw-y/‘mz irradiation at a STARFIRE
first wall position. At the cnncentra%ions used for dispersion hardening, none of the oxides would, In
themselves, cause an alloy to exceed shallow burial limits.

3.0 Program

Title: Irradiation Effects Analysis
Principal Investigator: D. G Doran
Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant Program Plan Task/Subtask

No tasks on reduced activation were identified in the original OAFS program plan.

5.0 Accomplishments and Status

5.1 Introduction

Estimates have been made of the activation of the five oxides listed in Table 1. Following Mannl, the

refe.ence irradiation condition was 10 MW-y/m“ at a STARFIRE first wall position, i.e., 2.8 years at 3.6
MW/ mé . Mann has calculated activities for all the elements of interest except Ca and Y., using the code
?EQESE@ Er?é Erll\lﬁ gégaent work, the necessary cross sections for Ca and Y were estimated using the code

It is assumed that the relevant regulat'on governing near-surface land disposal of low level radioactive
waste is 10CFR61, issued early in 1983 This regulation defines classes of wastes in terms of stability
and half-life. Class C is the most active waste that meets the criteria for shallow land burial. A period
of 500 years is permitted for Class C waste to decay to a level that is not an unacceptable hazard to an
intruder. This regulation permits activities higher by a factor of 10 for certain radionuclides iF¥they are
in the form of an activated metal. W have assumed that this credit is applicable also to the oxides.
Estimated Class C limits are given in Table 2.

5.2 Oxygen

14[3 is produced by two reactions,

Ygen,a)t4c 83% and
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184(n,na)t4c 17%,

resulting in the repoﬁed 26 Ci/m3 for oxygen (at liquid density]. There are also several multi-step
reactions that produce “"C- the most important are

160(n,a)13C(n,T)14C, and
16g(n,d)15N(n,d) %,
At 10 Mw-y/mz, they contribute about 10 % of the total activity of 29 Ci/m3. Since the production rate

for these two-stage reactions increases as the square of the fluence, their proportionate contribution
will increase at higher doses.

The 10CFR61 Class C limit for 1t‘[‘. contained in an activated metal is 80 C‘i/m3.

5.3 Beryllium

Mann found lahaat the reaction ? e(n,Y)mBe produced 1.5 Ci/m3 (metal). Kennedy6 has estimated the Class C

[imit for Be to be 7000 Ci/m?*for an activated metal.
5.4 Magnesium

22ya is produced by the 24Mg{n,t) reaction, but because its halflife is only 26 years it is not of concern
for waste management.

5.5 ALuminum

Long-t tivjty f , due t0_L¥Ay i 56 Ci/m(metal ding to M Preliminary analysis of a
ngvr\}gmeea{gcjrgéeln\t/ %f rt%né é‘};‘!ﬂ(n,Zn)Zf’ﬂ'ﬂ ércl)gs sect on(sugge)stgctchoerlt”t]ﬁe 8urraé1r?t‘l (used crossysecti n , hence

the calculgted activity, is too high.) Kennedy's” estimated Class C Iirﬁ-‘iLt fa? 6 Al as an activated metal
is 20 Cilm?.

5.6 Calcium

Two long-lived isotopes are produced by the irradiation of Ca
QZCa(n, u)agAr
4ca(n,p)?ok.

The activity of 39Ar is estimated to be about 800 Ci/mS and that of 40k about 0.05 Ci/m3. The latter
value is about 40 times the activitv of natural potassium. No limit is given in 10CFR61 for either of
these isotopes. e sgggest tha ﬁtlhe limit for K, which is readily ingested into the body, would be
equivalent to that for Cs_and “YSr.  The limits for HBth the latter are such that the activity after
500 vears would be 0.05 Ci/m3. Since the half-life of "“K is essentially infjpite, we have assumed a
limit-of 0.05 Ci/m?. W find no convincing rationale for setting a limit for 7Ar,  but estimate a value
of the order of 1000 Cilm® by comparison with other values in 10CFR61. The values in Table 2 reflect a
factor of 10 credit for the waste form as an activated metal.

5.7 Yttrium

This work was stimulated initially by a concern that an excessive amount of 905, would be produced in
yttrium through the two-stage reactions:

23



89 (n,p)89sr(n,)0sr and

89y (n,7)9% (n,)0sr.

i i it . i i a3
%ﬁ%‘@%%%ﬂd?pp?ﬁe'dTééé enIFH$ta%E}V@ﬁégsi%rsoaBoefl%gQ ci/m’ from the first reaction and about 4 ci/m” from

5.8 Conclusions

The results of this exercise are summarized, in Tables 1 and 2. Only the alumin,m and calcium oxides
exceed the assumed Class C limits at 10 Hw-y/mz; all the oxides would at 40 MW—yImE. At the Concentra-
tions used for dispersion hardening, none of the oxides would, in themselves, cause an alloy to exceed the
limit. They must be included, however, along with all the radioisotopes in an alloy, in a "sum of frac-
tions rule' to determine if the alloy meets Class C limits.

These results are of course applicable to any application of an oxide in or near a reactor first wall. The
production of **c from oxygen is sufficiently high at 10 w-y/m? to limit the permissible activation of any
component that might contain or be associated with an oxide in a reactor component, if that component is to
meet Class C waste criteria.

6.0 References

1. F. M. Mann, "Reduced Activation Calculations for the STARFIRE First Wall,” Hanford Engineerin
Development Laboratory Report HEDL-TME 83-27, Oct., 1983. (An abbreviated version has been accepte
for publication in Fusion Technology.)

2. F. M. Mann, "Transmutation of Alloys in MFE Facilities as Calculated by REAC," Hanford Engineering
Development Laboratory Report HEDL-TME 81-31, Aug. 1982.

3. §. Pearlstein, "Nuclear Cross Sections and Their Uncertainties Obtained from Nuclear Systematics,"
Proceedings of a Conf. on Nuclear Cross Sections and Technology, CONF-75-11469, Wash. D.C., Mar. 1915.

4. D. 1. Garber and R. R. Kinsey, "Neutron Cross Sections", BNL-325, Third Edition, Jan. 1976.

5. Code of Federal Regulations, "Licensing Requirements for Land Disposal of Radioactive Waste," Title
10, Part 61, Nucl. Reg. Comm., Wash. D.C., Jan. 10, 1983.

6. W. E. Kennedy, Jr. and R. A Peloquin, "Potential Low-Level Waste Disposal Limits for Activation
Products from Fusion,” Battelle-Pacific Northwest Laboratory Report PNL-4844, Sept. 1983.

7. R. K. Smither and L. R. Greenwood, “Measurement of the 2/&1(n,2n)25A1 Cross Section Near Threshold,"
Damage Analysis and Fundamental Studies Quarterly Progress Report DOE/ER-0046/13, Vol. 1, May 1983.

7.0 Future Work

Further work specifically on the activation of oxides is not planned, but work on evaluating limits is
included in an ongoing program on reduced activation.

8.0 Publications

None planned.
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TABLE 1

ESTIMATED ACTIVATION OF SEVERAL OXIDES AFTER 10 MW-Y/HZ AT A
STARFIRE FIRST WAL LOCATION

MATERIAL DENSITY ~ ACTI,ATIGN  CLASS C LIMIT
¥ 3

g/cm Ci/m3 oxide Ci/m
0 M 0 M
Mq0 3.7 40 - 80 -
Belt 3 50 1 80 7000
Y%O 5 30 300 EO 70000
AT,0, 4 50 45 0O 20
Cgé 3.4 25 80
40Ar 1300 10000
K 0.05 0.5
TABLE 2
PRINCIPAL ISOTOPES
ISOTOPE HALF-LIFE GAMNA EST. CLASS C LMK (Cilm3}
(YEARS)Y EMITTER? VALUE SOURCE
%gc 5700 no EO 10CFR61
9UBe 1.6(6)* no 7000 Ref. 6
26Sr‘ 29 no 70000%* 10CFR6L
By 7.3(5) yes 20 Ref. 6
40Ar‘ 269 no 10000 Authors' est.
K 1.3(9) yes 0.5 Authors' est.
* 1.6 x 100

* Assumes a factor of 10 credit above 10CFR61 value because waste
form is an "activated metal”.
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THE EFFECTS OF SUBSTITUTIONAL ALLOYING ELEMENTS IN AN fe-10C+ FERRITIC ALLOY

0. 5. Gelles and W. L. szem (Hanford Engineering Development Laboratory)

1.0 Objective

The object of this effort is to determine the effects of substitutional alloying elements in an fFe-l10Cr base
composition on microstructural development due to neutron irradiation. The alloying elements selected are
of ‘interest in reduced activation applications and include a wide range of atom sizes.

2.0

In order to determine the effect of minor element additions on microstructural development due to fast
neutron irradiation, a series of 12 alloys has been prepared for irradiation in MOTA 1c. The alloy series
involves additions of Si, Mn, v, w Ta, and Zr to form alloys of Fe-10Cr-0.1M and Fe-10Cr-1M (where m
designates the alloying addition).

3.0 Program

Title: Irradiation Effects Analysis (AKJ)
Principal Investigator: 2. A Doran
Affiliation: Westinghouse Hanford Company

4.0 Relevant OAFS Program Plan Task/Subtask

Task I1.C.1 Effects of Material Parameters on Microstructure
5.0 Accomplishments and Status

5.1 Introduction

Martensitic stainless steels have been identified as a potential alloy class for low_activation alloy
development!, A martensitic stainless steel satisfying a low activation requirement would differ from
comnercially available steels because additions of niobium, molybdenum and nickel must be limited. The
major consequence to alloy design is the removal of molybdenum,” a universally used solid solution hardening
element. Possible alloying substitutes are vanadium, tantalum and tungsten!, The present effort is
intended to provide a fundamental series of alloys which can be used to investigate effects of solid solu-
tionlhardening elements in a base composition, f=-10¢r, similar to that of commercial martensitic stainless
steels.

In addition to vanadium, tantalum and tungsten, silicon and zirconium were included in order to determine
effects of atom misfit on behavior and manganese was included because it _can be used gs an alloying element
in substitution for nickel to control phase stability in martensitic stainless steels®. The atomic sizes_
of these elements in comparison with iron and chromium are given in Table 1.  (The misfit for molybdenum is

0.0968. )

The purpose of this investigation is to determine if these substitutional alloying additions have major
consequences on microstructure and properties following fast neutron irradiation. Such a determination
will provide not only fundamental information on solute segregation and phase stability in a ferritic base



TABLE 1
ATOMIC SIZE COMPARISON OF ALLOYING ELEMENTS USED IN THIS INVESTIGATION4

Misfit
(rM " TFe
Element Atomic Number Atomic Weight Atomic Radius "Fe

Fe 26 %.8 1.2 ---
Cr 24 52.0 1.25 0.0081
Si 14 28.1 1.17 -0.0565
Mn 25 54.9 1.23 - 1.48 -0.0081 - 0.1935
V 23 50.9 1.3 0.0565
W 74 183.9 1.37 0.1048
Ta 73 180.9 1.43 0.1532
Zr 40 91.2 1.58 - 1.61 0.2742 - 0.2984

alloy,, but also will generate fundamental alloying information of use in the design of low activation
martensitic stainless steels. Twg levels of alloy additions have been prepared, 01 wt.% and 1.0wt.%, in
order to study effects both in dilute and moderately concentrated alloys.

5.2 Experimental Procedure

175 gram buttons of each of the twelve alloys listed in Table 2 were made by standard arc melting techniques
using commercially pure starting materials (F=-99.95%, Cr-99.5% with Fe-0.35% max, Mn-99.7%, 5i-98.0%,
V-99.85%, W-99%, Ta-99.9% and Zr-98%. The buttons were rod shaped, ~1 cm in diameter by -5 cm in length.

All buttons were homogenized at 1250°C for 2 hours and then were cold rolled. Rolliny was accomplished in
two steps (1o 0.25 cm and to 0.08 ¢cm) with one intermediate anneal (700°C for 0.5 hour%?. FoIIowing
specimen fabrication the final heat treatment given was 1040°c for one hour, air cooled plus 760°C for 2
hours, air cooled (which duplicates procedures used in a related alloy seri=s?),

TABLE 2
ALLOY COMPOSITIONS (wt%)

o Engraving
Alloy Composition Code
R117 F2-100r-0.181 RS
R118 Fe-100r-1.051 AH
R113 Fe-16Cr-0. 1Hn AU
R120 Fa-i0Cr-1,0Mn AX
Ri21 Fa-10Ce-0.1V AZ
Riz2 Fa-10Cr-1.0V Al
R123 Fa-l0Cr-0. 1 A3
R124 Fa-l10Cr-1, 04 A4
R125 Fa-10Cr-0.1 Ta A5
R128 Fa-10Cr-1.0Ta A6
R127 Fa-10Cr-0.172r A7
R128 Fe-10Cr-1,0Zr A9

5.3 Results

Alloys were successfully manufactured and fabricated into 0.03 cm thick sheet for each of the compositions
listed in Table 22 Specimen disks 0.3 cm in diameter were punched from the sheet, engraved with a four
digit composition and irradiation history code and given a final heat treatment. Five specimens of each of
the 4lloys were then loaded into identical packets for irradiation in MOTA 1¢ at four irradiation
tamparaturas,  lrradiation conditions are summarized in Table 3.
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TABLE 3
PLANNED MOTA [IRRADIATIONS OF THE SUBSTITUTIONAL FERRITIC ALLOY SERIES

Packet Temperature Dose
Code (°c) (dpa)
KX 370 6
K2 370 18
K1 420 30
K3 420 90
K4 500 30
K5 500 60
K9 500 a0
K6 600 30
K7 600 90

5.4 Discussion

It Is anticipated that the substitutional alloying elements selected for investigation will provide an
optimum series to determine solute behavior in an irradiation environment with regard to low activation
alloy development. The phenomena of concern are solute segregation and irradiation induced or enhanced
precipitation and their _consequences on void and dislocatign evolution.. Each of the elements selected is
expected to have_negligible radioactivity 100 years after irradiation in a fusion reactor and each is
expected to remain in Solid solution (at least at levels of 1% or below) during IQn? term thermal aging.
Three of the six, Mn, V, and w, are commonly used as alloying elements in commercial martensitic stainless
steels, one is a common impurity, Si, and the remaining two are infrequently added. As noted in Table 1, a
wide range of atom misfits is covered by the alloy series and therefore it should be possible to generalize
the results to a wide range of solute additions.

5.5 Conclusions

A series of 12 alloys of the type Fe-10Cr-0.1 or 1.0M have been prepared having substitutional alloying
%%EPQnESGSB)CSI' Mn, V, w Ta and Zr. Those alloys are now being irradiated in FFTF MOTA IC at 370, 420,
an °C.

5.6 Expected Accomplishments in the Next Reporting Period

Irradiated specimens will not be available before June 1985, at which time this effort will be continued.
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CHAPTER 4

FUNDAMENTAL MECHANICAL BEHAVIOR
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RELATING BUBBLE SIZE TO THE FAILURE MODE OF NEUTRON- AND HELIUM-IRRADIATED AUSTENITIC STAINLESS STEEL

R. D. Gerke and W. A. Jesser (University of Virginia)
1.0 Objective

The objective of this effort is to investigate the effect of small helium bubbles in causing intergrarular
failure in austenitic stainless steel.

2.0 Summary

Helium irradiated type 316 microtensile specimens containing tiny bubbles were tensile tested at 250°C and
450°C under rapid and slow strain rates. Mixed mode failure occurred under all conditions suggesting strain
rate insensitive microstructures are possible. These results support previous work suggesting that dynamic
interaction between clusters of helium and dislocations occur at high temperatures to finely distribute
helium-vacancy clusters at the grain boundary and initiate intergranular failure. These results show that
it is also possible to establish a fine distribution of tiny bubbles by cold injection of helium and thereby
cause intergranular failure at low temperatures {<450°C}.

3.0 Program

Title: Simulating the CTR Environment in the HVEM
Principal Investigators: W. A. Jesser and R. A. Johnson
Affiliation: University of Virginia

4.0 Relevant DAFS Program Plan Task/subtask

Subtask [1.C.13 Effects of Helium and Displacements on Crack Initiation and Propagation.

5.0 Accomplishments and Status

A unified helium embrittlement mechanism has not emerged due to discrepancies between experiment ard theory.
It seems likely that the embrittlement is associated with helium accumulation along grain boundaries under
the influence of applied stress. Many helium embrittlement theories treat the number density of helium
filled cavities on the grain boundaries as a criterion for brittle failure. The presence of large grain
boundary bubbles has been suggested as the cause for high temperature embrittlement through grain boundary
weakening [1]. The character of grain boundary bubbles has been investigated in an attempt to characterize
certain microstructural aspects of the helium bubbles with temperature and their relationship to intergranu-
lar failure. Microstructural parameters which have been of primary interest are grain boundary area frac-
tional coverage by helium bubbles, g,», [2.3,4] and pressure in grain boundary bubbles, p. [2,3-5]. Bennetch
and Jesser showed strong evidence thgt and p are not critical parameters for the onset of brittle frec-
ture in neutron irradiated and helium ‘igﬁ irradiated austenitic stainless steel [3]. Specimens fracturing
intergranularly could exhibit a range of and p values thus indicating that the parameters do not ade-
quately describe the conditions for embrittlement. |In certain cases, helium filled cavities have served to
increase specimen ductility. Grain boundary bubble spacing versus tensile test temperature has been shown
to be an important parameter. This graph has shown helium embrittlement to be a thermally activated process
in austenitic stainless steels [3]. A graph of edge to edge (grain boundary) bubble spacing, L, plctted
against tensile test temperature reveals a fracture 'map' indicating regions of transgranular and
intergranular failure separated by a J-shaped boundary of mixed mode failure, as schematically shown in
figure 1. There are two distinctly different fracture behaviors represented in the L versus T graph, one
temperature independent {T<550°C) for small bubble spacings and one temperature dependent {T°550°C} for.
large bubble spacing, which define the onset of intergranular failure. It should be noted that a plot of d
versus T closely parallels the 'J' shape of figure 1 since d is probably not independent of L. There are
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Figure 1 - Schematic Plot of Cavity Spacing versus Tensile Test Temperature for Neutron and Helium
Irradiated Austenitic Stainless Steel (after Bennetch and Jesser [3]).

critical values of L<30 nm and correspondingly d <4 nm for which the onset of brittle fracture occurs. At
temperatures below 550°C cleavage cracks dominated the transgranular failure mode which suggested that
extremely close packed small bubbles can embrittle solids by act!n% as effective dislocation obstacles [31].
In the temperature dependent region of the 'd' curve helium embrittlement was shown to be a function of only
temperature for cavity spacings ranglng over two_orders of mqqnltude (-30nm to *3000 nm}, Temperatures
below 550°C resulted in transgranular failure, mixed mode failure occurred between 550°C and 700°C while an
intergranular mode of failure occurred for all test temperatures above 700°C. Another important variable
which assists in the promotion of intergranular fracture in irradiated specimens is strain rate. At inter-
mediate strain rates, tensile tests reveal fracture behavior depicted by the 'd' curve. However, austenitic
stainless steels containing as little as 20 appm helium tested at slow Strain rates and_hl%h temperatures
(t=700°c) failed intergranularly while similar specimens tested at fast strain rates failed transgranularly
{2,8). Bubble dragging by dislocations has been invoked to explain these results. In a recent DAFS
report (5] and elsewhere [7] attempts to relate the two fracture behaviors in the "J° curve have been
reported. The temperature dependent region may be related to the temperature_independent region through a
dynamic process requiring a sufficiently high temperature for high helium mobility and a sufficiently low
strain rate (i.=, dislocation velocity) for dlslocatlon_dragglng of very small helium-vacancy clusters.
When these conditions are not met helium may aggregate in bubbles or may not be properly distributed at the
rain boundary. In order to study the helium embrittlement phenomenon, Type 316 austenitic stainless steel
oil specimens were helium ion irradiated and tensile tested in-situ in a high voltage electron microscope
(HVEM).  Failure mode was investigated with particular reference to its dependence on strain rate and
temperature.

5.1 Experimental Results and Discussion

5.1.1 Experimental Procedure

As received type 316 Stainless Steel foil, 40.m_thick, was punched into rectangular microtensile specimens
12.5 mm X 2.5 mm in size. Next the central portion of each specimen was electr0ﬁollghed to perforation in a
90% acetic - 104 perchloric acid solution at room tempsrature. Spgcimens were theygion irradiated in an
HVEM-ion accelerator facility {%]. Fluences of 9.4 X jfﬁ fons m™= (flux = 3.9x10°" donsm 5 ") were
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produced using 80 keV¥ helium ions and irradiation temperatures were estimated to be -300°C. Because the
helium deposition range is calculated to be 281.6 mm (assumed gaussion distribution with standard deviation
of 77.9 nm) for 80 keV helium [101, irradiations were conducted on both sides of the foil microspecimens to
increase the effect of helium on the fracture process. These irradiation conditions produced a microstruc-
ture in the temperature independent region of the mixed mode region of the 'J' curve (figure 1) just below
the critical values for L and d ('30 m and '4 mm respectively). Tensile testing in the HVEM was performed
in a hydraulically operated single tilt quantitative Iead—elongct*fog4tg|fsi1e staggl[ll]. Specimens were
tensile tested to failure at 2507C and 450°C at strain rates of ~10 'S " and -1 5 °. During tensile testing
HVEM observations (in the 10 'S ~ tests) were recorded on still micrographs in order to obtain the type of
failure. Ductility was determined primarily by the nature of the crack propagation through the specimen (in
the slow strain rate experiments). I¥most of the cracks propagated transgranularly the specimen was said
to fail in a ductile (T? mode. When grain boundary failure was observed the specimen was said to fail in a
brittle intergranular {I) mode. Mixed mode failure (Il and T) was observed in the HVEM observations.
Fracture surfaces observed in a SEM were used to determine mode of failure in fast strain rate tensile tests
where HVEM observations were not practical. 1In all experiments HVEM and SEM observations agreed with one
another with respect to fracture mode.

5.1.2 Strain Rate Effects

Specimens containing bubbles and tensile tested at rapid strain rates have been shown to fail in a ductile
transgranular mode for both bulk like [8] and thin foil type specimens [6,7]; while similar specimens
tensile tested under slow strain rates yield primarily intergranular failure. Bubble dragging by dislo-
cations has been used to explain this phenomenon [8,12]. However, brittle failure occurs in the temperature
independent region of the 'J' curve where no visible bubbles exist. It seems that dislocations are active
inthe fracture process; however, the primary cause of embrittlement is felt to be the small clusters or
atomistic helium [6,7]. The temperature dependent region (large bubbles) may be related to the temperature
independent region by a dynamic condition set up by dislocations which actively bring small helium-vacancy
clusters in solution to the grain boundary. 1In order to test this hypothesis under conditions of pre-
existing small bubbles of very high number density, the fracture mode was observed for specimens,
microstructurally in the temperature independent region of the 'J' curve, tested at rapid and slow strain
rates. 4 be result? .at 250°C appear to be that strain rate has no effect on fracture mode (in the range

e =10 S --1S -}. At the slightly higher temperature of 450°C rapid straining also has minimal
effect. There is no noticeable effect of strain rate in the temperature independent region of the 'J' where
small bubbles and clusters of helium dominate the irradiation produced microstructure. These results are
very different from results of tensile tests performed on specimens containing large bubbles. This obvious
difference in the sensitivity of fracture behavior to strain rate tends to support the idea suggested
earlier that dislocations dynamically set up the condition at the grain boundary that is present in the
bottom of the 'J' curve in specimens containing large bubbles at high temperatures £6,7]1. Specimens exhib-
iting this fine microstructure due to irradiation would be insensitive to strain rate because the proper
conditions for intergranular failure already exist.

5.1.3 Mixed Mode Failure and Critical Strain Rate

The sweeping of helium to grain boundaries by dislocations is considered to be dominant in causing high
temperature helium embrittlement. Strain rate (and dislocation velocity) as a function of temperature can
be used to predict the onset of brittle behavior (i.e. mixed mode) by calculating critical conditions for
which the helium (in bubble or atomistic form) may be transported by dislocations. A model for dislocations
sweeping helium bubbles to grain boundaries as a function of temperature and strain rate has been proposed
by Motsumoto et al. [8]. In this model a bubble velocity v is calculated from the relationship

v = Dy bZcos o/kT (1)

here uis the gverage shear modulus, b the Burgers vector, ¢ the half angle subtended by the dislocation at
the bubble {:h“cos¢ represents the bubble dragging force), k the Boltzmann constant, T the absolute tempera-
ture and Dy the diffusivity of the bubble.

The strain rate of a specimen in which helium bubbles are swept along by dislocations is then determine? by

£ = by {2}

where ¢ is the density of active dislocations. When p is considired to be on the order of —1010—1011 -2
(typical for a deformed crystal), ¢ is calculated to be in agreement with experimental results. This model
would seem to explain high temperature helium embrittlement in specimens with bubbles visible by TEM but
does not attempt to explain embrittlement of specimens without bubbles. This latter case corresponds to
brittle behavior depicted by the region at the bottom of the 'J' curve in figure 1.

There are numerous examples of helium embrittlement occurring in austenitic stainless steel without the
presence of visible bubbles (less than 2 nm) [2,13-16]. The above observations tend to strongly suggest
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that small clusters or atomistic helium play an important role in the promotion of intergranular failure in
austenitic steels.

Reduction of ductility caused by atomistic hydrogen has been extensively studied for years. A kinetic model
has been developed to explain the transport of hydrogen as Cottrell atmospheres on dislocations [17-191.

The model is developed in a similar manner to the one developed by Matsumoto et al. [8] for dislocations
sweeping helium bubbles to grain boundaries. In this model atoms are bound to dislocations and considered
to move with them as a cloud or atmosphere. The atmospheres can then be deposited at various interfaces
(primarily grain boundaries). When a critical dislocation velocity. v.., iS exceeded the dislocation can
break away from the atmosphere. For the atmosphere transport to occur e¢¢. where ¢ is a critical strain
rate. The critical velocity is estimated by ¢ ¢

) Eb
v, = (3)
kT 30D

where D is the diffusivity, k the Boltzmann constant, T the absolute temperature,, E, the binding energy of
the ¢as atom to a dislocation and b the burgers vector (30 b is the interaction distance). The value for v
is then used to determined éc by substituting Ve from equation 3 for v in equation 2. The result is

B_ (4)

which was derived earlier [17]. Equation 4 may be evaluated for atomistic helium to predict intergranular
“aiiure behavior as a function of tensile test temperature and strain rate. When a critical strain rate at
cr near <. is selected, inhomogeneities in the localized dislocation density likely establish regions where
the activé dislocations exceed the critical velocity v while other regions exhibit dislocation velocities
below v_. This condition corresponds to a mixed mode Failure behavior. Ifthe test conditions are not near
€.y such variations in dislocation density and correspondingly dislocation velocity do not attain the
cFitical velocity v and no mixed mode failure is observed.

No attempt is made here to evaluate equation 4 because of the lack of reliable data for some of the neces-
sary paremeters. However, it is possible to select reasonable values of the parameters to yield the experi-
mentally observed éc.

5.1.4 Uislocation - Helium Interactions

It is anticipated that dislocations can accumulate atomistic helium atmospheres by two mechanisms: 1)
interaction with overpressurized bubbles and 2) by cutting through existing helium bubbles. Dislocations
may strip helium atoms from overpressurized bubbles due to the effectively negative binding energy the
bubble may have for (excess) helium atoms. This event is thought to occur even though the binding energy of
a helium atom to a dislocation is quoted by Trinkhaus to be only a few tenths of an e¥ and is thought not to
be significant at high temperatures [20}. A high density of dislocations intersecting and cutting a helium
bubble in three dimensions i.e. though multiple slip systems being active is thought to produce helium
clusters and possibly atomistic helium which in turn may become an atmosphere around the dislocation. The
result of this 'chopping' of bubbles is observed in the pulled out ligaments in a fracture surface where the
ligaments accommodating a localized high density of dislocations are free of bubbles [21]. When dislo-
cations bring large numbers of helium atoms to the grain boundaries it is not likely that de-cohesion is
acting as the mechanism for the embrittlement because specimens tensile tested at this facility irradiated
to over 10,000 appm helium (and fractured below 550°C) failed transgranularly [10]. In such high helium
experiments, one might expect to exceed any critical concentration of lattice helium for intergranular
failure unless large, benign bubbles contained almost all of the helium.

5.2 Conclusions

High temperature helium embrittlement seems to require a set of kinetic conditions. It is consequently
proposed that helium embrittlement is largely the result of a dynamic condition set up as a consequence of
competition between strain rate (dislocation velocity) and test temperature (helium mobility). Moving
dislocations may drag or 'sweep' atomistic helium in solution Or small helium-vacancy clusters to such sinks
as (large) helium bubbles and grain boundaries. Helium in solution may interact with dislocations as
atmospheres and can move with the dislocation and contribute to intergranular failure as long as a critical
dislocation velocity, v , {i.e. a critical strain rate, ¢.) for a particular temperature is not exceeded.
Mixed mode failure is tfierefore expected when the criticat conditions for v. and ¢. are established at test
temperature T due to the fact that these conditions correspond to the 1'nte?granulgr-transgranular transi-
tion. Equations which relate strain rate and dislocation velocity to describe intergranular failure at a
particular test temperature should focus attention on this critical condition. Intergranular failure may
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also be initiated by the presence of a fine distribution of helium without the dynamic assistance from
dislocations when the irradiated microstructure corresponds to that of the temperature independent region of

the

'J' curve. Microstructures such as these already contain the necessary fine distribution of helium

necessary for embrittlement. Under these conditions intergranular failure is possible at low temperatures
(below about 550°C) and is strain rate insensitive.
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FUNDAMENTAL HOWN AND FRACTURE STUDIES OF HT-9

G.R. Odette, G.E. Lucas, R. Maiti and JW. Sheckherd (University of California, Santa Barbara)

1.0 Objectives

The objectives of this effort are to investigate the microstructure-property-property relationships
dictating lower shelf fracture toughness of HT-9 and to determine the appropriate procedures for estimating
fracture loads in martensitic stainless steel structures containing pre-existing flaws.

2.0 Summary

Results of electron microscopy studies of cleavage crack formation and propagation in HT-9 are consistent
with a model for stress-controlled cleavage in which the critical stress o* is related to the lath packet
size. Moreover, o* appears to undergo a sharp transition at low temperaturef and high strain rates; this is
probably a result ' of a change in mechanism from slip- to twinning-nucleated cleavage. This change in &%
effects corresponding changes in lower shelf fracture toughness. A simple two-parameter approach is showﬁ
to be a reasonable basis for predicting fracture loads for various size and crack-geometry bend specimens.
These results indicated that cleavage fracture will occur near plastic collapse loads for thin wall
structures containing shallow surface cracks. Further, results of an initial study of ductility in the
cleavage regime indicate deflectional displacements on the order of 1-2 ecm/m will be the Ilimit for such
shallow surface cracks in thin walls. Finally, the effects of dissolved hydrogen and stress state
variations induced by side grooving were investigated. Hydrogen charges resulted in an average reduction in
measured values of about 17%and 5% in the ratio of maximum load fracture-to-collapse stress ratios. No
significant effect of hydrogen on ductility was observed. Side grooving resulted in increases in both
apparent K. taughness levels and fracture-to-collapse stress ratios. Side grooving decreased ductility for
shallow cr%cks and increased it for deep cracks. However, in general these effects are judged to be
relatively modest compared to uncertainties in the measurements and the effects of significant variations in
size and strength levels.

3.0 Program

Title: Damage Analysis and Fundamental Studies for Fusion Reactor Materials Development
Principle Investigators: G.R. Odette and G.E. Lucas

Affiliation: University of California, Santa Barbara

4.0 Relevant OAFS Program Plan Task/Subtask

Subtask B Mechanical Properties

5.0 Accomplishments and Status

5.1 Introduction

The martensitic/ferritic stainless steel alloy class has many attractive features as a candidate fusion
structural alloy. However, the potential for increased temperature delineating the ductile-brittle fracture
mode transition induced by irradiation has been identified as a major problem to be resolved for this alloy
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class. In a previous analysis' it was suggested that the increase in transition temperature would be
largely irrelevant if it could be demonstrated that actual fusion structures can be reliably operated in the
lower shelf toughness, cleavage fracture regime. Such demonstration requires that: 1) irradiation and
other environmental factors do not significantly degrade lower shelf toughness; and 2) fracture occurs at
loads beyond those associated with large-scale plastic deformation -- i.e., general yield. The response of
lower shelf toughness to service conditions depends on both the effects of the environment on the alloys'
microstructure and microchemistry and the basic mechanism of cleavage fracture. The critical load at
initiation of cleavage fracture depends on not only the microscopically-dictated material state (e.g-,
toughness and strength) but also on the macroscopic mechanisms as controlled by size and flaw-structure-
loading geometry.

Experience with low alloy pressure vessel steels, in which cleavage is stress controlled, shows that
irradiation at typical light water reactor end-of-life conditions (about 0.1 dpa at 300°C) has little or no
effect on lower shelf toughness. This is consistent with the fine-scale damage {~ 1 nm) induced by such
irradiation conditions; this microstructure does not perturb the pre-existing microstructural features on
the size scale 1-100 um which control cleavage fracture. 1t has also be shown? that cleavage fracture in
HT-9 is stress controlled and can be modeled by the Ritchie, Knott and Rice {RKR) critical stress-critical
distance criteria.® Further, it was found that the critical microcleavage fracture stress {o*) and critical
distance (1*) parameters for HT-9 were consistent with behavior observed in other tempered bainitic/
martensitic steels. This suggests that there may be ways to optimize the microstructure of fusion alloys to
increase values of lower shelf toughness.

There are, however, a number of remaining problems and questions relating to the micromechanics of cleavage
fracture in HT-9. These include:

1) The effect of irradiation microstructure characteristic of fusion service conditions on the
fracture parameters.

2) The effect of hydrogen on the fracture parameters

3) The effect of thermal segregation and precipitation, as perturbed by irradiation, on the fracture
parameters.

4}  The combined (synergistic) effects of items 1to 3 above

5) A rigorous mechanistic model of the relation of microstructure to basic fracture parameters. The
models developed to date have been only semiquantitative and largely phenomenological. Improved
models would assist in both analysis of irradiation and other environmental effects data and in
developing optimized alloy microstructures.

Based on information in the fracture mechanics literature and estimates of in-service properties, it was
also previously shown* that thin fusion structures would probably fail by plastic collapse following general
yield, rather than brittle fracture at loads below yield. This was postulated to be true even at lower
shelt temperatures and conditions of large amounts of irradiation strengthening. Indeed, it was shown that
under such conditions thin fusion structures would experience increased failure loads due to irradiation.
This is, of course. in direct contrast to the behavior of thick-walled vessels which would manifest
decreasing fracture loads for these circumstances.

The mechanics analysis described above was based largely on a simplified interpolation procedure for
predicting the fracture loads for the range of conditions from fully-elastic to fully-plastic behavior.
This so-called two-parameter procedure (TPP), which derives from a plane stress Bilby-Cottrell-Swinden crack

field', requires only geometry, strength, and fully-elastic fracture toughness data to estimate fracture
loads. The TPP specifically avoids the complications of elastic-plastic fracture mechanics (EPFM); however,
EPFM may still be required to obtain valid fracture toughness data from small specimens.

This progress report describes work addressing a number of these issues. Specifically, transmission and
scanning electron microscopy studies of crack formation and propagation mechanisms have been carried out in
support of developing improved micromechanical cleavage fracture models. Further, the effect of loading
(strain) rate on fracture parameters has been investigated along with a preliminary evaluation of the effect
uf dissolved hydrogen. Applicability of the TPP was investigated using a range of specimen sizes and crack
deptn to ligament ratios for sample three-point bend loading geometries. Further, the effect of stress-
srate variations using side grooving was investigated. Finally, the effect of loading rate and hydrogen on
the applicability of the TPP was evaluated along with their implications to micromechanical fracture
mechanisms. All of these studies are for the MFE program heat of ESR HT-9 supplied by T. Lechtenberg of G A
Technologies.
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5.2 Macromechanics
5.2.1 The Applicability of the Two-Parameter Procedure to Predicting Fracture Loads of HT-9 Structures

In the initial studK of the applicability of the TPP_to fusion alloys and structures, a simple three-point
bend_geometr¥_was chosen. In addition to the convenience of bend bars as standard test specimens and the
ability to link the results to other studies in the literature, this geometry should provide the most
conservative basis for estimating cleavage fracture loads.

The standard bend bar geometry is_illustrated schematically in Figure la. Sizes range from & = .25to 1 cm
with nominal crack depth (@ to width (w) ratios a/w of about .05to 0.%; the range of specimen dimensions
is illustrated in Fig. 1b. The specimens were precracked from notches machined to various depths at a
maximum Ak from crack notch of 21 WPa/m. For both very deep (> .75a/%) and shallow (< .25 a/w) cracks, the
nearest surface was machined away after precracking to give the final nominal a/w ratio. The actual crack
length was established subsequent to the testing using a 9-point averaging procedure on an optical
microscope; in general, the actual crack lengths were within twenty percent of nominal specifications.

Tests were conducted at temperatures of -73 and -101°c (=100 to -150°F) and at nominal static displacement
rates of 025 am/s with equivalent nominal notch tip strain rates of 10 to 10 s for 2.54_cm thick bend
bars. For other sizes, the strain rate can be estimated by dividing these values by the specimen thickness
in inchast. This range of strain rates is expected to account for uncertainties in converting data from
displacement rates to appropriately averaged crack tip deformation rates. At these strain rates and
temperatures, the yield stress increment above room temperature is about 75 to 175 Mpa, and is about 175 to
275 Mpa above the yield strength at 100°C. Hence, the conditions approximately represent a correspondin
level of irradiation §treq§;hen|ng. In addition, tests of & ~ .5 cm specimens with a/w from .05 to 0.7
were conducted at_similar |s?Iacement rates at room temperature. In this temperature regime, the fracture
mode is ductile microvoid coalescence following gross plastic deformation. Therefore, these data were used
to evaluate the collapse loads in a r.gion of large-scale yielding.

The fracture stress was calculated from the maximum load determined from load displacement curves. Limited
interrupted tests indicate that at temperatures in the cleavage regime there is relatively little stable
crack growth; hence, the assumption of fracture initiation coincidence with maximum load seems justified.
However, this assumption may not be valid in the room temperature ductile fracture regime.

In general, however, the maximum load goliapse (= fracture) stress from room temperature tests approximately
equaled a calculated collapse stress o_ determined from the following equation given by Chei1®

o = 2.180, (- a/m? @

A comparison is given in Table 1. Values of the ultimate tensile strength used in egn. (@) were measured in
tensile tests, and were found to be o (-101°C) = ¢i1st20 MPa and o (-73°C) = 862+ 20 Mra. The largest
deviation at low values of a/w (a/w < .2% is about 10 percent. Indead’ as shown in Fig. 2, there appears to
be a systematic reduction in the ratio of calculated to measured collapse load =~ /¢ with increasing a/w.
As mentioned preV|ouslg, this may be due to some stable crack growth at low a/¥. "However, the absolute
amounts of crack growth would be ‘small (< .05 mm}; considering the difficulty in establishing crack lengths

and other experimental uncertainties, these differences are not considered to be significant.

The data taken at lower temperatures are summarized in Table 2. All the specimens tested at low
temperatures (less than about -50°c) showed a predominantly cleavage fracture morphology independent of the
specific geometry temperature and strain rate. These data were analyzed quantitatively by comparing the
ratio of experimental fracture to collapse stress to calculated stress ratios using the TPP as formulated by
che11.® Chell"s expression is given by

2
nch

cos T (exp [- 2—]) (2)

2
8aY Oc

it:
g

n
E RN

t Notch tip strain rates reported here were determined by using the analysis of servert19) as a lower limit
and a simple crack opening model for an upper limit. These limits differ by an order of magnitude. and
hence all strain rates are reported here as a range.
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Fig. 1. a) Schematic of bend bar geometry; and b) photograph illustrating the range of sizes.

Table 4
Collapse Stresses for E = .5 an Bend Bar(a}
| Collapse Stress (MpPa) (b)
I
Experimental Calculated
_ 2
a/w (GPmax/BW) 2.18 cru(l a/w)
. 054 1206 1360
,113 1048 1195
. 247 766 862
. 545 302 315
, 740 103 103

(a) T=25°C; & ~ 5x10 /5x107 %% o = 697 MPa

{b) By definition, the collapse stress is the elastic outer fiber stress in a bend bar which results
in plastic collapse. The elastic fiber stress of a rectangular bar in a 3-point bend is given by
Timoshenko2¢ as 6P/BW. The predicted collapse stress is given by eqn. ().



Here, K c is the plane strain fracture toughness and Y is the bend bar compliance factor which is a function
of a/w.”  The values of the fracture toughness were taken from previously-reported results® and were K c
(-101°C) of about 57 to 63 MPaym and K (-73°C) of about 65 to 68 MPalm. The experimental ratio was
defined as the measured maximum load fralgture stress given in Table 2 divided by the calculated collapse
stress using cu(-73°C) of 862 MPa and 9, (-101°C) of 918 MPa.

Results of the comparison are shown in Figure 3. The cross-hatched regions represent the sensitivity of the
calculated ratios to uncertainties in the input toughness parameter, K,_., and ultimate tensile strength.
The experimental ratio due to uncertainties in crack length and uItimat%ctensiIe stress and variability in
the maximum load are estimated to be of the order £+ .1. Uncertainties at the smallest (< .1) and largest
(> .9) a/w ratios are somewhat larger.

Overall, the agreement between the TPP predictions and experimental values is reasonably good. At a test
temperature of -73°C (Figure 3a), agreement is somewhat better; experimental ratios falling both slightly
above (B = 1.c¢m) and below (B = .5 and .25 cm) the calculated values at low aw values (a/w < .1 for 8 = .25
and .5; aw < .25 for B = 1.0). Clearly, the trends predicted by the TPP are observed in the experimental
data and deviations are generally within the combined uncertainties in the calculated and experimental
ratios. Note that the toughness values are not adjusted for the variations in strain rate at different
sizes. This is consistent with constant value of lower shelf toughness independent of temperature and
strain rate. However, a5 shown below at low temperatures and high rates, reductions in toughness occur.
This would not affect the -73°C calculations. However, at -101°C, the calculated fracture-to-collapse loads
would be somewhat reduced for the .25 an and .5 em bend bars, particularly the former (K, ~ 42 to 50 MPa/m

versus K. = 57 MPaJm). This would result in somewhat better agreement at low a/w va1ueg and conservative
predictions of fracture loads at higher values. These effects will be discussed explicitly in Section
5.3.3.

The possible design implications of the broad confirmation of the TPP results will be considered in detail
elsewhere, but presentation of one example is useful. Consider a .25 an thick wall containing a .05 tm
crack which, due to irradiation, has manifested a large yield stress increase of about 300 MPa above the
unirradiated value of 600 MPa; further, assume the alloy has also experienced a reduction in its lower shelf
toughness from 50 MPaln to 35 MPalm. Eased on TPP estimate, which appears to be slightly conservative, the
load bearing capacity at fracture will increase by about 25% due to irradiation.

5.2.2 Stress State and Side Grooving Effects

For the standard bend bar geometry, the thickness & varies along with the width w {w = 2B). For small
thicknesses, increasing loss of lateral (thickness) constraint corresponds to a transition from plane strain
to plane stress state conditions. This transition normally results in increasing fracture loads and may,
indeed, result in a fracture mode transition, viz. cleavage to microvoid coalescence. This is due to a
reduction in the maximum (principal) tensile stress Orax’ for elastic-perfectly-plastic behavior, the

reduction is about a factor of 3, i.e., from Orax = 30Y to Tmax ~ Oy Standard testing requirements suggest
that minimum size requirements for plane strain conditions are Bmfn = 2.5 (ch/aY)z; for the -73°C and
-101°C testing conditions, this suggests 8 . of about 2.5 amn and 1.5 cm, respectively. In practice, itis

known that these size requirements are highﬂ"conservative. However, since the specimen thicknesses used in
this study were in the range of only .25 to d1cm, thickness effects may be significant.

In order to evaluate this possibility, a series of side-grooved B = 0.4 cm bend bars with aw ratios of
about .05 to .9 were tested at a temperature of =-101°C and at apprQoximate notch tip strain rates of 6xl1G-<
to 6x10 2 s-1'. |In addition, the effect of side grooving on ductile collapse stresses at a test temperature
of 25°C was investigated.

Side grooves increase the lateral constraint and hence principle stress as a function of specimen-loading
geometry, size, a/w, notch depth, flank angle and root radius, and the material properties. Unfortunately,
there is no simple procedure available to quantify the overall effect. In general, in addition to
increasing the triaxiality (plane strain character) of the stress state, side grooving enhances flat
fracture, promotes fracture initiation and unstable crack growth at maximum load, and reduced shear lips. A
variety of approaches could be used to study these effects. For example, a constant ligament thichness B
and sample width could be maintained, with varying notch depth (1‘30 - BY/2. Alternately, the side groaove
flank angle could be varied.
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Fig. 2. Comparison of calculated to measured collapse stress with increasing a/w.

Table 2

Measured Maximum Load Bend Bar Fracture Stresses

Temp
ature
~73°¢C
B -73°C -101C
{cm) (a/w) oy (a/w) o
.25 ,046 1570 ,068 1329
.25 . 106 1583 L0849 1488
.25 ,231 1852 . 272 1418
.25 .532 1679 . 958 1849
.25 . 742 1776 -- --
.25 .725 1758 -- --
.25 893 1751 -- --
.50 ,061 1290 ,068 1027
.50 .110 1319 .093 1007
.50 274 1266 ,249 1079
.50 .519 1428 . 536 1228
.50 ,553 1269 ,506 1252
.50 , 732 1618 , 752 1636
50 ,872 1956 . 930 2079
1.00 ,084 1172 ,095 1060
1.00 | 107 1114 119 1059
1.00 L234 1026 ,235 884
1.00 L5830 1145 -- --
1.00 . 775 1436 L7589 1303
1.00 .913 1611 . 936 1962
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Fig. 3. Comparison of measured values of o./o_ to values calculated with the TPP for a) -73°c and b) -101°C

Table 3

Collapse Stresses for Side-Grooved B = .4 cm Bend gars‘®?

Collapse Stress (MPa)
alw % Side Groove

Experimental | Calculated
.047 0.0 1255 1330
.100 0.0 109 1232
,125 13.18 1124 1166
128 15.81 1034 1159
128 31.00 1145 1159
227 0.0 807 910
504 0.0 45 374
528 9.80 323 338
519 21.31 348 352
,532 37.37 328 324
751 0.0 91 94
767 11.37 81 83
756 22.50 87 90
753 36.81 83 85
,881 0.0 28 22

() Test temperature = 25°C;
Strain rate & = 6x10 °/6x10-2s-1.




In this study, the side grooves were cut at a constant 45° flank angle with a root radius of .025 cm. The
outside bar thickness g, was kept constant at 0.4 cm while the actual ligament thickness & varied from 0.4
to 0.25 cm in three increments of .05 cm; vis. notching of 6%, 12.%%, 25% and 37.5%. The width of the
specimens was kept at 0.8 cm. Other specimen fabrication and precracking procedures were constant with
those discussed previously.

Table 3 summarizes the collapse test results for tests at 25°C. For specimens without side grooves, the
results are consistent with the 8 = . & cm data given in Table 2, The predicted collapse stresses agree with
calculated values within about 12 to 19% with decreasing deviation with increasing a/w. Similar trends are
observed in the side-grooved specimens but the deviations are somewhat smaller. These results are shown in
Fig. 4. One explanation far these slight differences is that side grooving reduces stable crack growth at
low a/w. Overall, the measured to calculated deviations are smaller in side-notched specimens and hence
even less significant than for standard bend bars.

Values of toughness from the low temperature (-10i°C) tests of the a/w ~ .5 bend bars are summarized in
Table 4. The k. toughness is found to increase with increasing notch depth with minimum value for the
normal bend bangeometry with no side notch. While the variations are not large, ranging from 41 to 52
MPaJm, they are systematic and go in the opposite direction anticipated. This may be due to a predominance
of the effect of reduced ligament thickness over the influence of the notch itself. Alternatively, this may
be related to effects on the specimen compliance coupled with the Secant procedure used to establish x
Specifically, small specimens showing larger elastic-plastic compliance prior to cleavage initiation nedr
maximum load would yield artificially low values of k.. Hence, additional tests with constant ligament
thickness and with and without notches will be conducted®in the future and on larger specimens.

Table 5 summarizes the experimental fracture-to-collapse load results for the side grooved specimens tested
at -101°¢c for a/w ~ .1 to .9. Figure 5 compares the predictions of the TPP for nominal properties and aw =
0.8 cm bend bar with the experimental fracture-to-collapse stress ratios. The specimens without side
grooves are systematically low by about O.1. This is in contrast to the data for the w = 1 cm bars which
are in good agreement with the TPP predictions except at low a/w ratios (~.1}, where they are also low.
Hence, these deviations are probably not significant, except for small crack depths where some systematic
error in the TPP procedure may be indicated. As noted above, agreement would be better if possible effects
of notch tip strain rate in reducing the lower shelf toughness were considered.

Figure 6 shows the fracture-to-collapse stress ratio plotted against percent side groove For nominal values
of a/w of _l,.5 and .75 The indicated rate of increase is most rapid with the initial side grooving
leveling off thereafter; the maximum increase is similar for various a/w values and is about 0.1 to 0.15.
Indeed, this increase is relatively small. The 8 = .4 cm results can be compared to data from the larger B
= 0.5 cm bend bar tests for similar conditions. For the smaller a/w, the 8 = 0.5 cm data is reasonably
Consistent with the &8 = .4 cm data. However, if the 8 = .5 cm data are adjusted for the difference in size
by an amount predicted by the TPP, they fall above the & = .4 cm data. The size corrected & = 5 cm data is
also shown in Fig. 6. This would suggest a smaller effect of side grooving. - For the high a/w ratio the B -
.5 cm data indicate little or no effect of side grooving with or without size adjustment.

In summary, while there appears to be some systematic effects of side grooving, they are relatively small;
ifthey are significant, it is primarily at small a/w ratios. Indeed, the apparently anomalous behavior of
increasing toughness and fracture loads with increased side grooving may be a consequence of material
variability and uncertainties and the effect of factors such as effective strain rate, or effects on
specimen compliance factors. In this regard, we note that similar anomalous behavior in static toughness
values measured with &8 = 2.5 cm bend bars in the temperature range of -60 to -90°C; these data fall
significantly above (by = 7-20 MPaJm) a value measured with a smaller 8 = 1 cm specimen at -70°C. As noted
above, stress state effects will be studied further with different specimen configurations and sizes.

5.2.3 Strain Rate Effects

Low strain rate, quasi static results may not apply to high strain rate loading conditions. Indeed, both
strength increases and possible toughness reductions would result in more brittle behavior. Such dynamic
rates might occur, for example, if someone were to drop a reactor component during a maintenance operation
during cold shutdown. Therefore, fracture toughness tests on 8 = .5 cm thick bend bars were conducted from
near static (5x10-3/10-2s5-1) to dynamic (above 10%s-1) strain rates at -101°C. Additional testing involved
the following: a 8 = 1.0 cm bend bar was conducted at a strain rate of 3x10-3/10-2s-! at -130°C; both
Charpy-V-notch (CvN) and pre-cracked Charpy-V-notch (PCCV) specimens tested at -101°C at strain rates of 100
to 200s-1 and 250 to 350s-!, respectively; B = .4 cm at 6x10-3/10-2; a 8 = 2.5 cm bend bar tested at liquid
nitrogen temperature (T = -195°C) and static (10-3/10-2s-1) strain rates. The latter was carried out to
achieve cleavage fracture at very high values of yield strength. A strain rate temperature parameter

TIni0-#/z parameter can be crudely used to estimate a strength equivalent strain rate for a temperature of
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Fig. 4. Comparison of calculated to measured collapse stresses for side-grooved specimens.

2
- B KQ 2.5(KQ/cry)
% Side Groove (cm) (MPaym) PM/PQ {cm)
0 .41 41 1.23 .79
14.7 .35 47 1.19 1.02
26.6 .30 44 1.38 .90
37.6 .25 52 1.19 1.28

(d) Test temperature = -101°C;
Strain rate = 6x10 2/6x10-2s-1
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Table 5

Measured Values of Fracture-to-Collapse Stress Ratigs.and Bend
Ductilities for Side-Grooved Bend Bas™ ™

a/w % Side Groove crf/crc £g

,092 0.0 0.610 .0047
.100 0.0 0.636 . 0040
,118 11.52 0.718 .0020
. 109 25.06 0.766 .0022
,136 37.31 0.774 .0010
.194 0.0 0.560 .0043
.529 0.0 0.683 .0030
.532 14.68 0.742 ,0029
.527 26.62 0.806 ,0031
. 546 37.56 0.838 .0029
. 749 0.0 0.748 ,0028
. 780 14.68 0.873 ,0065
. 759 26.18 0.881 0043
.755 38.87 0.819 . 0039
.907 0.0 0.878 ,0022

(®) 1est temperature T = -101°C;

Strain rate & = 6x10 °/6x10" % T

[.C
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e
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0 0.5 1.0
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Fig. 5. Comparison of measured values of oc/o_ 10 values calculated with the TPP for side-grooved specimens
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Fig. 6. Variation of Uf/UC with percent side grooving and a/w

10 o

% Side Groove

Table 6

Dynamic Toughness Data

Specimen Specimen Test Strain K1 Kig
Type Thickness Temperature Rate
(cm) (°C) (5'1) (MPaJm

Bend bar 2.54 -101 107371072 57
Bend bar .51 -101 .5x102/.5x107 % 2450
Bend bar .51 -101 1071/10° 34/44¢M)
Bend bar .51 -101 101/102 33
Bend bar 1.02 -130 2.5x10"3/2.5x10” 2D 57(M
Bend bar 1.02 -195 2.5x1073/2.5x107 (@) | 3p(M
CWN 1.0 -150 100/200 38¢1)
pPCCV 1.0 -150 250/350 43

{(g) Strength equivalent rate at -101°C 1is .2/1.2s"! for the -130°C test and 1900/5300s * for the
-195°C test.

h} K

(h) Q

(i) Extrapolated, assuming p, " 05 mm.
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-73°C; the strength equivalent rate is about 130/350s '. lhe results are summarized in Table 6. it should
be noted that because of measurement uncertainties in the PCCV results and the need to extrapolate the CVN
point to a sharp crack geometry, these data points must be viewed as subject to considerable error.

Figure 7 plots toughness as a function of strain rates (including equivalent rates at -101°c), including
data for E = .46cm side-grooved sp=cimens. The results suggest that there is a transition in toughness at
a strain rate of about 10! to 109 ' from about 65 :+ 5 to about 35 :+ 8 MPaJn. The micromechanical
implications of these results will be discussed below. With respect to assessing the influence of fusion
structures, this suggests that strain rate effects on both strength and toughness must be considered in
estimating fracture loads. Indeed, high rate loading conditions may result in a transition from
irradiation-induced increases to decreases in fracture load.

This behavior is illustrated in Fig. 8 where the TPP predictions are compared to experimental measures of
the fracture to collapse stresses for 8 = .5 cm bend bars with a/w = .5 and tested at -131°C at static to
dynamic strain rates. Here both ultimate tensile stress and toughness values were taken for appropriate
strain rates. The results indicate that the TPP is applicable at dvnamic strain rates. orovided relevant
dynamic material parameters are used. Further, Fig. 8 illustrates the substantial effect of strain rate in
reducing fracture loads by about a factor of 2.

However, it should be noted that Eq. (2) shows that even for low toughness and high yield/ ultimate stress
values, plastic collapse will occur at very small crack lengths. By eauating predicted failure loads this
size is approximately given as

%i‘n_'5 2 (3

Hence, an irradiated steel with a high strength level of 1000 4#z and low toughness of 35 MPaJm containing
shallow cracks of < .06 cm would still fail only when loads in excess of those required for collapse
occurred even in the "brittle" bend geometry.

5.2.4 Cleavage Fracture Ductility

In the lower shelf cleavage fracture regime, ductility is limited. Hence, this parameter, zs well as
maximum tolerable load, is an important factor in structural design. The most appropriate measure of
ductility for the bend geometry is the plastic deflection at maximum load, d , divided by the half span
length, /2, i.e., g ~ tan 6 - dP/S/Z. This geometry is illustrated in Fig.P9. The static bend bar £g

data are presented in Fig. 10 for temperatures of -73°C, -101°C and 25°C. Clearly, there is a specimen size
and a/w effect as well as an effect of temperature. Increasing size leads to lower ductility; and ductility
is minimum at intermediate ratios of a/w. Indeed, the overall pattern is similar to the fracture to
collapse stress ratio. However, the sensitivity of the bend ductility parameter is much greater; indeed,
the variation between 8 = .25 and 1 cm is a factor of 10; and the minimum ductility at intermediate a/w
ratics is a factor of 5 to 10 below that for very short or long cracks, In general, the cleavage fracture
ductilities are about a factor of 5 to 20 below ductile fracture limits.

For crack length to width ratios < .5, we have found that the data can be crudely correlated by plotting the
measured ductility times thickness ¢, versus the actual crack length, a. This is shown in Fig. 11. Here we
have normalized the data at the twé temperatures, by decreasing the ductility at -73°C by a factor of 3.
Tha Bz, parameter decreases rapidly at low values of a leveling off at a ~ .15 to .25 cm. At -101°C the
minimﬁm bend ductility iss:, ~ .0605/B (@). At small crack sizes, (@ < .3 cm) the bend ductility parameter
can be represented approxim%tely by the function

£ - .005 exp(a/.32)/8 (4

For example, at -101°C for the w = 0.25 cm specimen and a 0.1 cm deep crack, a net bend ductility of .008
would be anticipated, while for a .025 cm rak a ductility of about .018 would be predicted. These compare
to eiastic strain limits of about .G0s for these geometries. At -73°C the ductilities increase by a factur
of about 2 to 4 (with an average of ~ 3. In contrast, the ductilities in the microvoid coalescence ductile
fracture regime are about .04-.09 as determined from the room temperature tests on B = .5 cm bend bars
described earlier.
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Table 7

Bend Ductilities for B = 0.5 cm Bend Bars with a/w = 0.5¢F)

a/w £ tg
(s H (x10"%y
L5835 510" 3/5x10"2 1.6
L BOE 5x10™3/5x10”2 1.6
516 107 1/109 5
631 10”100 .2
515 101/1062 5
557 101/10° -0 (.1

() 1= -1mec

The high sensitivity of the bend ductility to temperature suggests a strong dependence on yield stress;
e.g., an approximately 75 Mpa increase in strength in going from -73° to -101°C leads to a reduction in
ductility by about a factor of about 3. Table 7 shows the effect of strain rate for .2 cm thick bend bars
tested at -101°C; clearly, higher strain rates lead to lower ductility limits. Figure 12 plots the bend
ductility at a/w = 2 against the corresponding yield stress for B = .5 cm bend bars at the two tamperaturszs
and three strain rates. The high sensitivity is clearly evident. The micromechanical implications Of these
results will be assessed in future research.

The effect of stress state variations due to side grooving can also be evaluated from the B = .4 cm bend bar
tests reported earlier. The results are shown in Table 5 and can be briefly summarized as follows. At low
a/w ratios {~ .1), side grooving reduced the ductility significantly; at side grooves of 12_5%and 25% the
reduction was about a factor of 2 and at 37.5% about a factor of 4. At high a/w ratios {a/w = .75} the
effect was reversed and the side notched specimens had somewhat more ductility with an increase of about 1.5
at side notches of 23 and 37.5% and about 2 for the 12.5% side notch. Thus there was no uniform trend with
incraasing notch depth. The effects were null at intermediate notch depths of a/w ~ 0.5. This behavior is
Consistent with the argument that notching reduces stable crack growth at low a/« and with a ligament size
effect at higher a/w. Overall, the differences are not large compared to the variability in the data.

it should be emphasized that the ductility discussed here is not a simple material property. The vatues
depend on the specific test specimen loading geometry configuration . However, as noted above and discussed
elsewhere, in the cleavage fracture regime the ductility is probably close to minimal in the "brittle" bend
geometry. Based on this assumption cleavage fracture regime deflection limits on the order of 1-2 cm/m OF
structural beam equivalent can be anticipated, for thin wall structures containing shallow fatigue cracks.
Hence, this might be used by designers to evaluate the feasibility of operation in the cleavage fracture
lower shelf toughness regime.

5.3 Micromechanics
5.3.1. Overview

The micromechanics of fracture in tempered martensitic HT-9 has been discussed previously.” Briefly it was
shown that fracture is controlled by a critical cleavage fracture stress o%. Further, for sharp cracks the
appiied tensiie stress must act over a critical microstructural distance 1*. Hence, quantitative micro-
cechanical models are needed to relate the microstructure, including irradiation-induced changes to the 0:
and 1* parameters.
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While relatively simple models have been successfully developed for ferritic alloys, the situation is more
complex and less understood for bainitic and martensitic lath microstructures. For steels such as HT-9 with
relatively tager carbides located on prior austenite grain boundaries, fracture initiation is believed to
be controlled by propagation of a crack from a large cracked carbide. For a Griffith-type fracture and
ignoring a small contribution from dislocation pile-ups, the microcleavage fracture stress 0? can be written
generally as

1.5 E
P | P
G z 5

where E is the elastic modulus, 2 characteristic size and YP a plastic work term

Data developed by Brozzo et al? and others®'? suggest an inverse square root relationship between lath
packet size and fracture stress. The large value of the fracture stress at about 2500 MPa implies very high
values of y_, approximately 120 J/@?. Knott'® proposes a model involving the internal necking and ductile
fracturing Bf unfavorably oriented lath structures to rationalize this high value of y_. Other workers®*
propose a significant role of alternate microstructural features including fine-scale secondary hardening
particles, dislocation structures and perhaps solution hardening elements. Curry'? has recently reported
results for a bainitic pressure vessel steel which are consistent with a critical stress criterion; in
addition. he determined values for o% which were consistent with predictions based on propagation of stablf,
lath-packet-sized microcracks, assur’ﬁ‘ing high values of y_ {~ 120 J/m2). Alternately, he notes cleavage in
these steels could proceed by a dislocation mechanism, Bn which case o* would depend on slip band length
which can be influenced by factors such as packet size and lath width ag proposed by Naylor.13 |n a study
of martensitic steels, King et al.'* suggest that interlath carbides control fracture and the magnitude of
the microcleavage fracture stress; and further, that, as proposed by others for high strength 4340 steelss,
the reduction in the toughness associated with tempering at 350°C is a result of coarsening of the interlath
carbides, thereby lowering 0’1‘,.

The results reported previously for HT-9% are generally consistent with these previous observations: 1I* is
observed to be on the order of the prior austenite grain size; and o% is consistent with an observed packet
size on the order of 5-10 pm based on the relation cr’; = 190 + 20 MSaJm/,}d determined from the data in the
literature, as noted above.

The model proposed by Knott to rationalize the high y_ value appears to be the most promising approach. It
derives from the following picture of the fracturd process. Propagation of a crack from a carbide
initiation site is controlled by stresses needed to link and propagate microcracks which form readily within
lath packets. While such cracks propagate easily within a packet, they may arrest upon intersecting a high
angle packet boundary. Since there is concurrent formation of packets within a grain, such high angle
intersections and arrests may occur on the order of one to several packet widths. Because of misorientation
of the cleavage fracture planes continued propagation of a crack past a high angle boundary requires plastic
rupture of the intervening laths. By equating local internal necking strain displacement leading to 45°
fracture of laths of thickness t with a critical crack displacement for stable crack growth 6, (= Kf:/ZoyE),

Knott obtains the following estimate of 0’15

= . .2 1/2
c? = (4E0Yt/ﬂ(1 ve) dp) , (6)

For E = 200 GPa, o

v = 800 MPa, t = .2 ym and dP = 8 ym, the predicted value of o¥ is 2400 MPa.

f

While a number of criticisms can be aimed at this model (e.g., use of a mixture of elastic and
elastic-plastic fracture concepts on a microscale where neither apply rigorously, and the predicted yieid
stress dependence which is not observed) the most significant question concerns the underlying description
of the fracture process. Therefore, a microscopic investigation was carried out to determine §fthere is
evidence of microcracking, microcrack arrest, and ductile deformation and fracture in association with
cleavage microcrack propagation.

5.3.2 Fractography Studies

Extensive evaluation of fracture surfaces of specimens tested over the range of size, geometry, temperature
and strain rate conditions discussed in Section 5.2 was carried out on an ETEC scanning electron microscope
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{SEM). While there were differences in detail, a number of highly consistent observations were obtained
which can be summarized as follows:

1. As noted above, the predominant mode of fracture was cleavage for all low temperature test conditions.
Indeed, the fracture surface appearance was on a gross scale independent of strain rate, specimen size,
a/w ratio and temperature below about -50°¢. This basic fracture surface morphology is illustrated in
Figure 13, which clearly demonstrates the correspondence of cleavage facets to the bainitic packet size
scale.

2. However, on a mere 'limited scale, there was also evidence of ductility for essentially all test

conditions. fiv .., ds expected, small shear lips were observed near the edges of the specimens.
However, the shear regions were in general a very small fraction (less than a few percent) of the total
fract - . surface area. Additional evidence of ductility randomly distributed on the interior of the
fracture surface was also observed in the form of tear ridges which failed by microvoid coalescence. A

typical example is shown in Figure 14a. These ductile regions usually exhibited a width dimension of
the order of the packet size, although they tended to be strung out in ridge-like structures, as
implied in the name and illustrated in Figure 14a. In other cases, more isolated packet size tearing
regions were identified, as illustrated in Figure 14b and 14c. While the apparent frequency of these
regions increased at lower strain rates and higher test temperatures, the differences were not large.

3. These observations were made on regions of the fracture surface corresponding to crack propagation,
albeit close to the initiation site. Efforts to use river pattern techniques to identify the actual
initiation sites were largely unsuccessful. This difficulty is due primarily to the extremely fine
scale of the fracture surfaces. However, occasionally features that suggested an initiation site were
observed as illustrated in Figure 15. Here a sizable spherical feature which may be a grain boundary
carbide or inclusion is surrounded by a region of radiating cleavage facets mixed with light regions
indicating ductility.

These observations support the postulate that cleavage fracture propagation is not uniform and is interrupted
by small regions of ductile fracture. Observations of such regions in association with rapidly propagating
cracks associated with high dynamic stress intensities suggests that such ductile fracture nay be an even
more important component of the cleavage fracture initiation event.

To better determine the possible role of crack formation, microcracking and microcrack arrest, a two-stage
replication examination was carried out of the region near the initial crack tip and below the fracture
surface (~ 1 mm). The procedure involves the following steps: electropolishing of a mechanically-prepared
surface; negative replication of the surface using a plastic tape softened in acetone; negative replication
of the tape by carbon deposition; shadowing the now-positive carbon replica of the surface using a high
contrast element, in this case chromium; transmission electron microscopy {TEM} examination of the shadowed
replica using a JEM-200CX.

Abundant evidence of subsurface microcracking and arrest was found as illustrated in Figure 16. The
microcracks can be identified as regions of light alternating with black (the shadow) against a grey
background. Figure 17 shows the morphology of an isolated microcrack. Here an interlath crack appears to
have made a small-angle turn but arrested at high angle intersection with another lath packet.

Clearly, these observations support the general phenomenology of cleavage fracture in lath microstructures
proposed by Brozzo? for low carbon martensites and Curry® for a bainitic low alloy steel (A533B). Hence,
the general modeling approach of Knott appears reasonable, although a more rigorous approach to the
mechanics of the microscopic deformation to fracture process may be required. The results do further
suggest appropriate heat treatments which could improve fracture toughness by: maintaining fine carbides
and packet structures; enhancing the ductility of and internal misorientations of packet structures;
and increasing the spacing of carbides. As an illustration, one might consider starting with a refined
microstructure, heating rapidly to high temperatures to promote rapid recrystallization and large austenite
grains (large 1*) and then rapidly quenching to promote fine packet structures. Subsequent intermediate
temperature tempering could be used to attempt to optimize the formation of fine and stable carbides to
moderately lower the yield stress. This and other alloy optimization approaches will be pursued in future
research.

5.3.3 Hydrogen Effects on Fracture

Significant quantities of dissolved isotopic {D, T, H) hydrogen may exist in fusion structures. Hence the
effects of this variable on low temperature fracture processes is of considerable interest. Further, the
effect of hydrogen may provide additional clues to the micromechanisms of fracture. For example, i¥fsome
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Fig. 13. Fractograph representative of cleavage fracture surface on bend specimen.

Fig. 14. Fractographs showing tearing ridges on cleavage fracture surfaces.

53



Fig. 15. Fractograph showing a possible crack initiation site associated with large three-dimensional
defect.

(a) (b)

Fig. 16. TEM micrographs of surface replicas showing microcrack locations with respect to microstructure.
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Fig. 17. TEM Micrograph of surface replica showing isolated microcrack. Microcrack appears to have
arrested at a high angle boundary.
Table 8
Dissolved Hydrogen Effects on Fracture of Bend Bars(j)
B Condition a/w T 3‘[ 9/,
(cm) t2c) (MPa) (MPaym)
- 25 H-charged 73 =73 1780 .98 29
control .74 1780 .96 36
.50 H-charged .55 =73 1270 .69 40
control LaZ 1428 i 51
.50 H-charged : 51 =101 1230 .62 45
control .54 1256 .63 49

(1) strain rate & ~ 5x10”3/5x10 251

55




localized ductile fracture process controls the magnitude of the microcleavage fracture stress, as suggested

above. then a relative insensitivity to hydrogen would be anticipated. This, of course, presumes that there
is not a shift to an intergranular fracture mode/ path.

A preliminary study of the effect of hydrogen was carried out on bend bars with B = .25cm and a/w of .75
and .5 at ~73°C and -101°C tested at static strain rates. This represents a range of relatively ductile to
moderately brittle fracture conditions (o_/o_ ~ .95 to .65). The specimens were hydrogen charged in an
autoclave at about 10 Mpa hydrogen pressuﬂé §t 500°C. They were then rapidly cooled at pressure (200°C in
0.5h) and subsequently discharged and tested. Based on equilibrium solubility estimates, the hydrogen
content was about 10 ppm.

The fracture toughness results are swmwmarized in Table 8. In general, there appears to be substantial
reduction in the fracture resistance induced by hydrogen charging from about 9 to 23 percent with an average
reduction of about 17 percent. The results for the deep crack a/w should be viewed with some suspicion
since the differences reside largely in the high sensitivity of the compliance function to a/w in this
range; notably, the maximum load for the hydrogen specinen is larger in this case, but the P, load is
slightly smaller 20.5 versus 21.8 ky). Further, the apparent reduction at -101°C is less thad for the
nominally less brittle -73°C case, contrary to expectation. Thus some of the apparent hydrogen effects may
be due to data scatter and measurement uncertainty in assessing invalid K. toughness indices; nevertheless,
the trend to some reduction of toughness due to hydrogen charging is condistent and seems clear. However.
the maximum load-based fracture-to-collapse stress ratio is clearly less sensitive with a maximum reduction
of abput 11¥% and an average decrease of about 3.

As expected. fractography studies did not indicate a significant difference in fracture surface appearance.
Further, evaluation of ductilities for charged and uncharged specimens showed relatively little effect.
Additional studies of hydrogen will be carried out on larger specimens at lower test temperatures and higher
strain rates. These studies will also include the effect of thermal aging to try to temper-embrittle the
alloys.fphﬂ;ging to higher hydrogen levels, and charging in flawed specimens under a maintained crack tip
stress field.

5.3.4 Strain Rate Effects

As discussed elsenhere®, simple theory suggests that 1* and a? are relatively insensitive to temperature and
strain rate over a considerable range in the lower-shelf’ toughness regime. Stress-controlled cleavage
fracture models further predict relatively constant lower shelf toughness for constant 1* and o even though
the yield stress increases with decreasing temperature and increasing strain rate.

Therefore, the reduction in lower shelf toughness with increasing strain rate and decreasing temperature
reported in Section 5.2 suggests a change in either the micromechanism of fracture, variation in the
fracture parameters, o% and 1*, or both. Indeed, data in the literature for mild and low alloy steel
suggest that at very 1w temperatures there is a change in the basic cleavage fracture mechanisms. signaled
by a large drop in ¢%. Therefore, a study of the strain rate sensitivity of the basic fracture parameters
was undertaken. Further, dynamic yield strength measurements were extended to lower temperatures from the
previous limit of about =-129°C; the yield strength data are needed along with the toughness data given in
Section 5.2 to clarify fracture mechanisms at high strength limits associated with low temperatures and high
strain rates.

The temperature and strain rate sensitivity of o* was investigated with Griffiths-Owen (GO) type four point
bend bars'®_using procedures discussed elsewhere.Z Tests were conducted at nominal notch tip strain rates
of_&¢ =_50s ' at temperatures from -73 to -195°C. One GO test was conducted at a lower strain rate g =
10 3/10 2s ' at 195°C. Standard tensile tests were conducted at strain rates of 10°® and 3 s ! at
temperature from -129°C to -195°C.

The tensile data are shown in Fig. 18. The yield strength measurements are correlated by a nominal
temperature strain rate parameter T 1n(10%/g). Several previously-reported instrumented C_ general yield
data points are also shown in Fig. 18. These results can be reasonably represented by a relation

3y = 4.7x104[T 1n(108/é)]‘0'5 V)

The 108/¢ strain rate parameter is equivalent to an activation enthalpy H for dislocation motion on the
order of H= Q% - V*c = 24,0kd/mele, where Q* is the intrinsic activation energy for slip and v* the
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activation wolume. This value is consistent with a wide array of low temperature deformation studies in
iron-based, tbody-centered cubic alloys. The temperature and strain rate dependence described by egn. (7) is
very similar to the behavior of a range of low-alloy pressure vessel steels. 1t has been shown recently??
that there is a unique relation in this alloy class for the increase in the dynamic and static yield stress
with decreasiing temperature; that is, within the scatter in the data, the average absolute increase inyield
stress per increment of temperature decrease is independent of the specific alloy type, condition and
strength lewvel including the effects of neutron irradiation exposure. Therefore, the applicability of this
behavior to martensitic steels and more accurate evaluation of strain rates will be further evaluated in
future research.

Figure 19 shows the microcleavage fracture stress o*% data from the GO tests. Again, the data are plotted
against the same temperature strain rate parameter Esed previously. The data show a rapid drop in 0’; from
about 2400 MPa to about 1800 MPa at strain-rate-temperature parameter values of about 1750°K for the strain
rate of e = 50s 1. This corresponds to a temperature of about -150%C; note the test at lover strain rate
shows a similar low value at a temperature of ~195°C. The lowest data point at the higher strain rate and a
a temperaturer of ~195°C shows a slight increase to a a’f" of about 1930 MPa; it is not known iFthis is a real
effect or the consequence of data scatter.

The abruptness of the transition is surprising. It is believed that this may be the consequence of a

transition in the basic deformation mechanism from slip to twinning. However, this remains to be
demonstrated microstructurally. Whatever the wunderlying mechanism, however, the abruptness of the
transition has a number of significant implications. |n particular, it might be used as a second reference

point for purposes such as evaluating constraint factors and notch/crack tip strain rates. Indeed, Efthe
transitien were only dependent on the uniaxial yield strength {~ 1100 MPa for the specimens at -1%0°C and e
= 150s 1) it could serve as an absolute reference point.. However, this does not appear to be the case. The
dynamic .toughness data show a transition at about 8 = 102%/10 ' and -101°C. This corresponds to a
TIn(108/e) parameter of about 3600 to 4000°K, compared to a value of about 1700 to 2100 for the GO-bar
determined ¢% values. This suggeshggxpossible effects of stress state on the transition. The maximum

principal to yield stress ratio R for a loaded, initially-sharp crack is about 3.6 for an alloy with a

work hardening exponent of about _ B _This is calculated using Crack tip field fits to finite element
calculations.* The maximum ratio in GO specimens is about 2.71% (it is lower due to the blunt notch). It
is assumed that the geometrically-sensitive stress state behavior is represented by these maximum ratios and

that equivalent behavior is observed at equal values of RnY1$ny . This suggests that equivalency in going

from an initially-sharp crack fracture specimen to a GO specimen would require about a factor of 1.3
increase in yield stress. As shown in Fig. 18, this closely corresponds to the increase in the yield
strength over the strain rate parameter range of 3400 (~ MPa)} to 1900 {~ 1070 MPa}. Hence, there is a
strong indication that the transition is controlled by stress-state-dictated constraint factors; viz.,
maximum principal stresses on the order of 2900 MPa are required. Further evidence is found in the results
of tensile tests at liquid nitrogen temperature (-195°C) and at high strain rates{3s ') which indicates a
classical cup and cone ductile fracture mode. Representative micrographs of the ductile fracture surface
are shown in Figure 20. Based on the measured reduction in area (44%) and a Bridgman analysis at the Point
of fracture,'® the following parameters are obtained: yield stress of 1220 MPa; true fracture stress of
about 1400 MPa; maximum principal stress of about 1800 MPa. Evidence of a highly triaxial stress state is
observed in the occurrence of axial cracks also visible in Figure 20. Hence, the observation of ductile
fracture in tensile tests is consistent with the value of the maximum principal stress insufficient to
trigger either cleavage fracture mechanism. Finally, we note one very puzzling observation; namely, that
the low strain rate -195°C tensile tests showed a lower ductility (reduction in area of = 2Z% in a highly
diffuse neck) and indications of quasi cleavage fracture, albeit with a more three-dimensional morphology
than for bend bar fracture surfaces. Possible explanations for this behavior are under investigation.
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7.0 Future Work

As indicated throughout Section 5 a variety of tests are planned and ongoing. W plan to further address
the effects of side grooving by investigating larger samples and maintaining B constant while varying B
Studies will be performed to address the observation of systematic deviation in predicted and measurdd
values of a,/o at small values of aw in both side-grooved and plain specimens. The micromechanical model
for cleavage ‘fracture will be further tested against a matrix of heat treatments including 5
reaustenizations, 3 cooling rates and 5 tempering conditions. "In addition, some simulated heat-affected
zone material will be studied. Hydrogen charging studies will continue with emphasis on larger specimens,
on hydrogen charging stressed specimens and on higher strain rate, lower temperature test conditions. In
addition, we will attempt to examine the potential role of temper embrittlement. The temperature and strain
rate dependence of the yield stress will be compared to a master curve successfully developed for a variety
of ferritic steels, and implications will be assessed. The microstructural studies will be continued.
Emphasis will be on characterizing microstructures developed in the heat treating matrix described above,
and on microcrack evolution as a function of test temperature, constraint and strain rate. Finally, we plan
to evaluate the TPP by performing tests on specimens other than bend bars, for instance, with center-cracked
panels. In addition, the issue of variation in stress and deformation fields around part-through cracks
will be addressed.
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SOME CONSIDERATIONS OF RADIATION EFFECTS ON STRESS CORROSION CRACKING OF FUSION REACTOR MATERIALS

R. H Jones (Pacific Northwest Laboratory)

1.0 Objective

The purpose of this evaluation was to identify potential synergisms between irradiation phenomena and stress
corrosion processes. There have been few studies on the stress corrosion behavior of irradiated material
and no reported studies of in-situ stress corrosion. Therefore, an assessment of potential irradiation and
stress corrosion synergisms was undertaken to identify possible concerns for fusion reactor materials.

20 Summary

Published research on radiation enhanced corrosion was reviewed and it was concluded that radiolysis is not
expected to increase the corrosion rate of fusion reactor materials by more than a factor of 3; however,
hydrogen uptake could increase significantly in ferritic, refractory and reactive alloys. The effect of
irradiation enhanced creep on intergranular stress corrosion cracking, IGSCC, was modeled and it was con-
cluded that irradiation creep could significantly increase the crack growth rate at stresses below the yield
strength. A phosphorus segregation induced IGSCC process was also evaluated and shown that radiation
induced phosphorus segregation could dominate all other IGSCC effects. Calculated Kjp and Kyy results for
HT-9 were reviewed and compared with published Kig results fran the ADIP program. TiIns comparison suggests
that the model used to calculate the effects of Increasing yield strength and grain boundary segregation on
Kic gives calculated values significantly less than the experimental results.

30 Program

Title:. Mechanical Properties
Principal Investigator: R H Jones
Affi 1iation: Pacific Northwest Laboratory
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Subtask 11.C.8 Effects of Helium and Displacements on Fracture
Subtask [I.C.9 Effects of Hydrogen on Fracture

Subtask [I.C.12 Effects of Cycling on Flow and Fracture

50 Accomplishments _and Status

51 Background

511 Radiation-Enhanced Corrosion

Radiation may alter the corrosion behavior of materials by causing chemical changes in the environment, by
altering the protective properties of the passive film or by chemical or phase changes in the alloy. Radia-
tion induced chemical changes in the environment are called radiolysis and occur by excitation and ioniza-
tion of the atoms and molecules in the environment. Changes in chemical composition produce a change in
chemical activity of the environment or the kinetics of the cathodic or anodic electrochemical processes.

In a fusion reactor system, radiolytic effects will occur primarily fran the interaction of gamma rays and
beta particles from the activated structure or from radionuclides in the coolant. In a water cooled system,
the dominant radionuclide is expected to be 18N formed by {n,p) reactions which decays into 6.1 MV gamma
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rays and 104 M and 43 MV beta particles. The gamma and beta spectrum emanating from the activated
structure will depend on the chemical composition of the blanket structure. Radiolytic processes are not
expected in liquid metal cooled systems although chemical or phase changes in the material contacting the
liquid metal coolant could affect the corrosion rate.

Most corrosion resistant materials form a thin protective film on their surface when exposed to aqueous
environments. This film is generally about 100 A thick and is thought to be a hydrated oxide which reduces
cation and anion diffusion sufficiently to reduce the corrosion rate by several orders of magnitude. Radia-
tion can degrade the protective properties of a passive film by atomic displacements which increase the
cation or anion diffusivity through the film or from a photo-radiation effect which alters the semiconduct-
ing properties of the film.

Byalobzhesky! has reviewed the radiolytic, damage and photoconductive effects of irradiation on corrosion
and for most materials an increase of only 1.5 to 3 times is noted. For some selected cases however the
increase was several orders of magnitude. Stobbs and Swallow2 also reviewed the effects of radiation on
metallic corrosion although most of their examples are for zirconium and uranium alloys. |n summarizing the
results of many investigations, Stobbs and Swallow2 state that the corrosion behavior of stainless steel in
high purity water at temperatures up to 300°C and a pH of 10 is affected very little by a neutron flux of
1013 to 101% ecm~2 s~1 (thermal). Similarly, corrosion studies of stainless steel irradiated with electrons
and deuterons showed little effect of these irradiations. The results on carbon steels in reactor loops at
300°C are conflicting showing both an increase and a decrease in corrosion rate?; however, with increasing
chromium content and therefore with increasing passivity the effect of radiation diminishes.

Van Konynenberg and McCright3 recently reviewed the effect of radiation on corrosion in steam generators.
In this case, radiation resulted fran decay of 18N into gamma rays and beta particles and no neutrons were
present. The chemical changes occurring in pure water can be represented by the following overall reaction:

5.08 H,0 + 2.63 e;q + 055 H+ 272 OH + 068 H,0, + 045 H2 + 363 H++ 1.00 OH.

P4 272

In a closed container there is no net chemical change because the reverse reaction of free radicals to form
water is very fast. In an open system with gas bubbling through solution, the Hz gas goes off and the Hz02
concentration increases and reaches a steady state concentration. In reviewing the effects of radiation on
corrosion of carbon steels, Van Konynenberg and McCright3 concluded that in temperature and pH regimes at
which a passive film is not stable radiation increased the corrosion rate while in temperature and pH
regimes in which a passive film is stable, radiation assists in film formation and reduces the corrosion
rate. Under conditions in which radiation increased the corrosion rate, the increase was only about a fac-
tor of 2 although one study reported an increase of 127 for electron irradiation.

Nelson, Westerman, and Gerber* recently reported corrosion tests conducted on several ferritic steels and
titanium alloys in a cobalt-60 facility. Tests were conducted at 250°C in Grande Ronde Basalt groundwater
with a gamma ray dose rate of 2 x 108 rad/hr. The ferritic alloys were a ductile cast iron, a cast 1025
steel, a cast 2 112 Cr-1%Mo steel and a wrought 1020 steel while the titanium alloys were titanium grade 2
and grade 12. While the materials, water chemistries, and gama spectrum and fluxes are not directly appli-
cable to fusion reactors, it is encouraging to note that Nelson, Westerman, and Gerber* observed at most a
factor of 2 increase in the corrosion rate of ferritic steels. The most corrosion resistant ferritic steel
tested, 2 1/2 Cr-1 Mo steel, showed little iFany increase in the corrosion rate which is consistent with
the results reported by others?s3, Perhaps of greater concern was the hydrogen uptake observed for the
titanium alloys which reached 100 wt. ppm after a 10 month exposure.

In summary, it would appear that alloys such as 316 SS and HT-9 which form passive layers in high tempera-
ture water would not experience an increased corrosion rate from the gama and beta radiation emanating from
the blanket region of a fusion reactor. The effect of neutron induced damage to the passive film is not
included in this assessment. |If an increase is observed it would be small and of the order of 2-3 times.
Low alloy steels such as 11/4 Cr-1 Mo would also not likely experience corrosion rates more than 2-3 times
faster in the blanket structure. A closer evaluation for the gamma spectrum expected in a fusion reactor
blanket structure combined with fusion energy neutron reactions is needed before the possibility of enhanced
corrosion in a fusion reactor blanket structure can be dismissed. Since both ferritic and austenitic stain-
less steels can be embrittled by hydrogen, the possibility of enhanced hydrogen absorption in fusion reactor
structural materials is of greater concern than the possibility of enhanced corrosion rates. It would
appear that a hydrogen embrittlement study of fusion reactor materials exposed to radiation while in contact
with water is warranted.
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512 Stress Corrosion Cracking of Irradiated Materials

Unlike the subject of radiation effects on corrosion, there have been relatively few studies on the effect
of radiation on stress corrosion cracking. The notable exception to this is zircaloy although the main
failure mechanisms in zircaloy cladding is a combination of stress rupture and embrittlement by iodine or
liguid metal. There are a number of radiation damage processes which may effect the stress corrosion
behavior of materials including:

@ Hydrogen embrittlement from radiolytic hydrogen uptake coupled with radiation hardening,

& Radiation induced segregation as discussed by Jones and Wolfer,3

o Radiation induced precipitation which increases the corrosion rate or causes a faster crack
growth rate due to embrittlement,

a Radiation effect on the corrosion rate,
# Helium embrittlement causing a faster stress corrosion crack growth rate,
® |Irradiation creep enhanced stress corrosion cracking as discussed below.

0f these processes, hydrogen embrittlement of ferritic steels is the greatest concern because it appears

that radiation will increase the yield strength, induce impurity segregation to grain boundaries, and

enhance hydrogen absorption. All three effects will reduce the lifetime of fusion reactor materials. The
effects of radiation induced precipitation and helium embrittlement are unknown hut should not be ignored
while irradiation enhanced corrosion will affect stress corrosion but the effect should he small. 1t was

estimated by Jones and Wolfer3 that radiation induced grain boundary segregation of phosphorus in 316 5%
could increase the stress corrosion crack growth rate by a factor of 8 while in the evaluation given in Sec-
tion 52 it was estimated that irradiation creep could increase the crack growth rate by 103 times at a
stress of 10 MPa and a factor of 4 at 100 MPa. Therefore, both of these processes should not be overlooked
in reactor design.

Fujita et al.® evaluated the stress corrosion cracking behavior of 304 $S in high temperature water {250°C}
during a gamma ray radiation of 45 x 104 rad/hr, They found that the fracture strain at strain rates of

5 x 1077 to 5 x 1076 s=! was unaffected in water with less than 20 ppb oxygen but was decreased about 50% in
water with 8 ppm oxygen. Fujita et al.® suggested that the increased hydrogen concentration in the water
from radiolysis caused the breakdown of the passive film and thereby caused intergranular stress corrosion,
IGSCC, of sensitized material. Kuribayashi and Okabayashi? also observed increased IGSCC of 304 S5 from y
radiation in oxygenated high purity water and in a boiling 12% NaCl solution with a pH of 3. In the low pH
experiment¥ Kuribayashi and Okabayashi’ concluded that the gamma radiation caused a radiolytic reaction of
Fe2t I Fe3" and that the strong oxidizing ferric ions accelerated the corrosion rate and hence affected the
IGSCC.

Votinov et al.8 evaluated the susceptibility of stainless steel irradiated at 70°C to a fluence of 3 x

1029 em~2 to intergranular corrosion (IGC). Samples were irradiated in the austenitized condition and sub-
sequently heat treated to produce sensitization. Irradiation caused IGC to occur at shorter times and at
lower temperatures and to persist to longer times at higher temperatures than for unirradiated samples. IG{
of irradiated 18/8 stainless steel occurred after 15 hr at 350°C while 100 hr at 400°C was needed to pro-
duce IGC in unirradiated material. The reason for the enhanced sensitization was not identified but at 70°C
it is not expected that grain boundary carbide precipitation or impurity Segregation occurred during irradi-
ation. The most likely cause is a change in the dislocation structure and perhaps point defect concentra-
tion produced accelerated diffusion during the post-irradiation annealing. The significance of these
results to fusion reactor materials is not clear but it does suggest that enhanced sensitization could occur
for components subjected to neutron irradiation at temperatures of 350 to 400°C.

5.2 Assessment of Irradiation Creep Enhanced Stress Corrosion Cracking

Stress corrosion cracking of materials which form protective, passive films in aqueous solutions has been
described by a passive film rupture model by Vermilyea? and extended by Ford!® to account for the effect of
crack tip strain rate on the film rupture rate. 1In Ford's analysis, the crack growth rate for times less
than the passive film incubation time, t,, is given by a simple Faradaic dependence:

M.
da/dt =W10 (1)
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wnere

M = atomic weight of the alloy

n = valence change in the total oxidation reaction
p = density of the alloy

F = Faraday's constant

1'0 = bare surface dissolution rate.

For times exceeding the passive film incubation time, Ford expressed the crack growth rate as follows:

; 1/2 - 1/2
i t0 £

_ M 0
£
f
where
tQ = passive film incubation time,
€ = crack tip strain rate,
eg = passive film fracture strain.

For strongly passivating materials, t, is about 1073 s; therefore, the stress corrosion crack growth rate

should be controlled by Equation 2 for 316 55 and HT-9. This assumption does not consider the possibility

of a mechanical fracture component to stress corrosion as proposed by Jones et al.ll bu} only con§1d?rs the
2

Faradaic component to stress corrosion. A boundary condition on Equation 2 is that t,! 2172 4 ept/2 < 1
since a system in which a passive film covers the crack tip for some fraction of time will have less charge

transfer than one in which no passive film is present.

For 304 $5 in water containing 0.2 ppm oxygen at 288°C, Fordl0 derived the following relationship between
the stress corrosion crack growth rate and the crack tip strain rate:

dasdt = 15 x 1074 2 1/2 (3)

which is shown plotted in Figure 1. This data indicates that a crack tip strain rate of 1078 s”1, which fs
commonly used in laboratory stress corrosion tests, would give a crack growth rate of about 1077 cmls.
Under these conditions, a stress corrosion crack would penetrate a 2 mm thick wall in about 500 hr. At
crack tip strain rates exceeding about 1073 s~1 ductile fracture processes occur in preference to_stress
corrosion cracking. The stress corrosion crack growth rate at this strain rate would be about 10753 cm/s
resulting in penetration of a 2 mn thick first wall in 5 hr. However, crack blunting and ductile fracture
would be more likely to occur at high strain rates with crack propagation dependent on the tearing modulus
of the first wall structure.

In the model presented by Fordl? in Equation 3, the crack tip strain rate results from thermally activated
creep processes; however, a material in a neutron flux environment will also undergo irradiation enhanced
creep. The contribution of irradiation enhanced creep to stress corrosion cracking has been estimated by
assuming that the thermally activated creep rate, ét, and irradiation enhanced creep rate, éI, are additive
such that the crack tip strain rate given in Equation 3 is the sum of F:t + éI and that the stress corrosion
crack growth rate is given by the following relationship:

da/dt = 15 x 107% (5, + EpL/z, {4)

Since thermally activated creep is expected to dominate at high stresses and irradiation enhanced creep is
expected to dominate at low stresses, the crack growth rate give by Equation 4 was expressed in terms of
stress using the following relationships10s12 petween strain rate and stress:

-1
£y t {5)

where B = 3 x 10720 MpPa~% - s~1

and
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FIGURE 1. Calculated Crack Growth Rate Versus Strain Rate for 30455 Based on Equation 3 by Ford.*"

where B = B, + Bg = 3 X 1073 MPa~l-dpa”l. For a displacement rate of 1076 dpa/s the crack growth rate is as
follows:

dasdt = 15 x 107% (3 x 1079 ¢ + 3 x 10720 5y 1/2, (7)

The stress dependence of the crack growth rate iS given in Figure 2 where it can be seen that irradiation
enhanced creep makes a significant contribution to stress corrosion cracking at stresses below the yield
strength (-200 MPa) of annealed 304 SS. The results shown in Figure 2 indicate that stresses exceeding

10 WPa will produce stress corrosion crack growth rates exceeding 2 x 1078 cmls. Since it is unlikely that
the sum of applied and residual stresses will be less than 10 MPa, a crack growth rate of 2 x 1078 cm/s
appears to be the minimum value for a structure in a neutron flux induced displacement rate of 1076 dpals.
This minimum stress corrosion crack growth rate will cause a crack to penetrate a 2 mm thick wall in about
2500 hr which is a short time in the life of a fusion reactor blanket structure. Therefore, it appears that
stress corrosion and irradiation enhanced stress corrosion need to be considered in the design of water
cooled fusion reactor blanket structures. Water chemistry and material chemistry are two very important
factors in the stress corrosion cracking of materials and since lowering the stress does not appear to
eliminate stress corrosion in the presence of irradiation creep, it would appear that reduced stress cor-

rosion crack growth rates will only come about by proper control of these chemistries.
53 Assessment of Irradiation-Induced Impurity Segregation
531 Intergranular Stress Corrosion Cracking

The most common cause of intergranular stress corrosion cracking (IGSCC) in austenitic stainless steels is
chromium depletion adjacent to the grain boundaries because of chromfum carbide precipitation at grain
boundaries as described by the stress corrosion model by Fordl9 given in Equation 2
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FIGURE 2 Calculated Crack Growth Rate Versus Stress for 30455 During Irradiation Based on Equation 7
and as a Result of Radiation Induced Phosphorus Segregation Based on Equation 8.

A second and less studied cause of IGSCC is that of impurity segregation (phosphorus, sulfur, etc.) to grain
boundaries. In most applications, impurity segregation occurs during fabrication and only moderately during
service; however, Brimhall, Baer, and Jonesl? have shown that irradiation can greatly enhance the seg-
regation of phosphorus in austenitic steels and nickel based alloys. Also, there is evidence that phos-
phorus enhances the intergranular corrosion and stress corrosion of austenitic steel,!* nickel,!! and nickel
based alloys.!5 Marcus, Oudar, and Qlefjord*® have shown that sulfur enrichment at the surface of nickel
can completely eliminate passive film formation and it has also been shown®" that phosphorus behaves simi-
larly. A significant difference between sulfur and phosphorus however, is in their behavior on the surface
of an anode. Phosphorus is oxidized and dissolved in the electrolyte while sulfur remains on the anode sur-
face. Therefore, an intergranular crack propagating along a phosphorus enriched grain boundary would have a
very active crack tip and relatively inactive crack walls while a crack along a sulfur enriched grain boun-
dary would have an active tip and walls. Jones et al.!! have shown for nickel that these two circumstances
lead to rapid stress corrosion crack growth rates for phosphorus enriched grain boundaries and blunted non-
propagating cracks for sulfur enriched grain boundaries. Therefore, radiation induced phosphorus segrega-
tion is a concern for the stress corrosion behavior of 316 SS.
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In an effort to estimate the effect of irradiation induced phosphorus segregation on the stress corrosion
cracking of 316 SS, Jones and Wolfer> used the irradiation induced phosphorus segregation data of Brimhall
et al.,13 the corrosion rate versus phosphorus concentration data of Gulyaev and Chulkoval? and Equation 1

to derive the following crack growth rate versus fluence relationship:

-7 -7
dasdt = 44 x 107 + 161 x 10 |oq (¢t/4t,) mn/s {8)

where {¢tg) = 0.004.

Equation 8 is shown plotted in Figure 3 where it can be seen that a crack growth rate of 1077 cmls is pre-
dicted for a fluence of 0.01 dpa and 75 x 1077 cmis for a fluence of 100 dpa. These crack growth rates are
equal to those predicted by the Ford model for chromium depletion induced IGSCC for stresses of 150 MPa and
300 MPa for the 0.01 dpa and 100 dpa fluences, respectively. The phosphorus induced stress corrosion pro-
cesses are expected to be fairly independent of stress since the phosphorus enriched in the grain boundary
is thought to eliminate the passive film in this vicinity and therefore the crack tip strain rate-film rup-
ture rate relationship expressed by Equation 2 should not be a factor. The phosphorus induced stress corro-
sion crack growth rates are shown in Figure 2 as stress independent and suggest that at low fluences the
minimum crack growth rate is 1077 cmls and is dominated by phosphorus segregation up to a stress of about
100 MPa while at a high fluence the stress corrosion crack growth rate is dominated by phosphorus segrega-
tion up to a stress of 300 MPa. Both the phosphorus and chromium depletion induced intergranular stress
corrosion can be significantly reduced by control of the bulk phosphorus and carbon concentrations. While
the results shown in Figure 2 are calculated estimates which need experimental verification, the need to
minimize the phosphorus and carbon concentrations is fairly evident.
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FIGURE 3. Calculated Crack Growth Rate Versus Fluence for Radiation Induced Phosphorus Segregation Based
on Equation 8.

532 Hydrogen Embrittlement of HT-9

Radiation may affect the hydrogen embrittlement of ferritic steels in several ways:
® hydrogen production from (n,p) reactions, corrosion, radiolysis, and injection from the plasma,

@ yield strength increase from displacement damage,
a einbrittlement reactions fran radiation induced precipitation and segregation.

67



Stoltz et al.l% calculated the steady state hydrogen concentration expected in HT-9 from (n,p} reactions and
injection from the plasma and concluded that the maximum steady state concentration of hydrogen will not
exceed 0.5 appm. Since this is less than the concentration present in most steels (1-5 appm), they con-
cluded that hydrogen embrittlement would not be a concern for HT-9 during fusion reactor service. However,
for a water cooled system, corrosion and radiolysis are two sources of hydrogen not considered by Stoltz

et al.18 which could produce a higher steady state hydrogen concentration. This potential for a hydrogen
concentration exceeding 05 appm coupled with radiation induced strength increases and embrittling reactions
suggests that hydrogen embrittlement of HT-9 in water cooled reactors is a possibility that should not be
ignored.

Jones and WolferS have modeled the effect of phosphorus segregation to the grain boundaries of HT-9 on K
and Kpy with the results shown in Figures 4 and 5. These results indicate the potential sensitivity of M’-Q
to radiation hardening and impurity segregation where a strength increase to 1000 MPa coupled with a grain
boundary phosphorus concentration of 0.5 could reduce Ky and Ky to values approaching zero. The minimum
toughness for a severely embrittled material is greater Ehan zero and probably defined by the Griffith crack
criterion in which the fracture energy is determined by the energy needed to create new surfaces. Brimhall
et al.1? observed 0.05 monolayers of phosphorus segregation to the free surface of HT-9 at a fluence of

08 dpa. Assuming the free surface segregation data is applicable to grain boundary segregation and that
the segregation rate of 5%/dpa extends to higher displacements, a grain boundary phosphorus concentration of
50% could be reached in only 10 dpa. Recent data by Klueh and Vitek!? shows that the yield strength of HT-9
at 22°C and 400°C was 1017 MPa and 872 MPa after irradiation in ERR II at 390°C to a fluence of 11 dpa.
Therefore, the conditions depicted by the K;~ and Ky curves for simultaneous increases in dy and X, are a
possibility. The ductility observed by K]ueﬁ and Vitek of 52% total elongation at 22°C and” 3.4% a@ 400°C
would suggest that the calculated values are extreme and that the Ky would exceed that given by the lower
curve in Figure 4. Huang and Gelles?? measured the fracture toughness of irradiated HT-9 weld metal and
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FIGURE 4. Calculated Fracture Toughness of HT-9 with Varying Grain Boundary Phosphorus Concentration and
Yield Strength.
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found that the Ji- of irradiated material was equal to or greater than the unirradiated. Since the calcu-
lated Ky results given in Figure 4 are for plane strain conditions and the results of Huang and Gelles2®
are for plane stress conditions the results are not directly applicable; however, the calculated results
suggest that a decrease in Kyp from 273 MPa ¥Ym should result from a strength increase to 900 MPa.
Clearly, the calculated resu'}ts are qualitatively if not quantitatively inconsistent with the experimental
results. The cause of this inconsistency is not presently known but will be the subject of further evalua-
tion as more fracture toughness data for irradiated material becomes available.
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Future Work

The effects of phosphorus segregation to the grain boundaries of 316 SS on intergranular stress corrosion
cracking will be evaluated experimentally. The grain boundary chemistry will be established by thermal
treatments and measured by Auger electron spectroscopy. Measurements of hydrogen uptake and embrittlement
of HT-9 and 316 SS in a ®0Co y source are being considered. Further modeling of hydrogen effects on crack
growth behavior in HT-9 will be done to improve the correlation between calculated and experimental Kies to
include temperature effects and dynamic crack growth.
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STRENGTH AND MICROSTRUCTURE | N VANADIUM IRRADIATED HITH T(d,n} MEUTRONS AT 300K, 475K, and 675K

E. R. Bradley (Pacific Northwest Laboratory)
1.0 Objective

The purpose of this work is to determine the effects of 14-MeV neutron irradiation on the strength and
microstructure in materials whose properties are sensitive to interstitial impurities. The ultimate
application of this work is to identify potential impurity limits for the successful operation of fusion
reactors.

2.0 Summary

Tensile tests and microstructural examinations have been conducted on vanadium wires and foils containing
1300 wt-ppm interstitial impurities following T{d,n) neutron irradiation at 300K, 475K, and 67%K.

Tensile results from wire samples show similar increases in yield strength for samples irradiated at 300K
and 475K but strengthening decreased significantly following irradiation at 675K. SEM examination of the
fracture surfaces showed all samples failed by ductile rupture after attaining more than 95%reduction in
area. A reasonable correlation hetween microstructures and strengtheninp was obtained using a simple
dispersed barrier strengthening model. A high density of extremely small (<7 mm diam.)} defect clusters
was responsible for the observed strengthening after irradiation at 300K. Following irradiation at
475K, interstitial loops with a<100> Burgers vectors were the predominant Strengthening defect with a
smaller contribution from a/?<111> type loops. A heterogeneous distribution of dislocation loops and
planar precipitates prevented definite correlations hetween strength and microstructure in samples
irradiated at 675K from being made.

3.0 Program

Title: Mechanical Properties
Principal Investigator: R. H. Jones
Affiliation: Pacific Northwest Laboratory

4.0 Relevant DAFS Procram Plan Task/Subtask

Subtask II.c.6 Effects of Damage Rate and Cascades on Microstructures
Subtask Il.c.11 Effects of Cascades and Flux on Flow
Subtask II.c.18 Relating Low- and Migh-Exposure Microstructures

5.0 Accomplishments and Status

5.1 Introduction

Interstitial impurities are known to have a strong effect on the microstructures and mechanical pro-
perties neutron irradiated metalsl,? 3,5, Structural materials for fusion reactors will contain
interstitial impurities from fabrication, precessing, and reactor operation; hence, it is important to
study the effects nf these impurities on microstructure and properties in materials irradiated with
high-energy neutrons.

Interstitial impurities affect radiation strenathening by interacting with point defects and changing the
distribution and/or effectiveness of irradiation produced obstacles to dislocation motion. Bajai and
Wechsier? reported the defect cluster density increased and the average cluster size decreased with
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increasing oxygen confent in vanadium irradiated with fission neutrons at 375K. The differerce ir micro-
structures was attributed to nucleation of defect clusters at oxygen atoms or oxygen-point defect
complexes. A similar effect of oxygen on defect cluster density and size was also found in irradiated
niobium by Loomis and Gerber3. In both studies, changes in the cluster distributions were the prinary
cause of differences in radiation strengthenina as measured by yield strength increases. Evidence for
interstitial impurities increasing the barrier strength of defect clusters comes primarily from
radiation-anneal hardening {RAH} studies in vanadium?,® and niobium®. Additional strengthening is often
observed in these metals followinu post-irradiation annealing at the temperatures hetween 450K and 700%,
Gold and Harrpd> reviewed RAH in vanadium and concluded the most probable mechanism was the migrat-on of
interstitial impurities to defect clusters, thereby increasing their effectiveness as barriers to cis-
location motion.

The present work examines the strength and microstructures in vanadium containing 1300 wt-ppm intersti-
tial impurities following T{d,n} neutron irradiation at temperatures where the interstitial impurities
become mobile. Emphasis is place on the temperature dependence since the fluence dependence was dis-
cussed previously for the ambient temperature irradiations’. Future reports will examine the tempe~ature
dependence in niobium containing two levels of oxvgen.

5.2 Experimental Procedures

VP grade vanadium wire, 0.5 mm diameter, was ohtained from Materials Research Corporation and foil
material was prepared from the wire stock by cross-rolling to about 0.1 mm. Wire samples for tensile
testing were annealed in vacuum (10™"% Pa) for 1 hour, straightened by a small amount of plastic deforma-
tion and, annealed for an additional hour prior to irradiation. Annealing temperature was 1225K which
produced equiaxed grains of 25 um diameter in the wire samples. The same annealing treatment was us=d an
the foil materials. Chemical analysis of the wire materials indicated a total interstitial impurity
content. of 1300 wt-ppm with oxygen heing the primary impurity, 920 wt-ppm.

Wire and foil samples were irradiated as part of the Japanese/PNL elevated temperature irradiation
experiment conducted at the RINS IT facility at Lawrence Livermore Mational Laboratory (LLNL). The
experiment used the dual-temperature vacuum-insulated furnace system that was desianed and fabricatec at
Hanford Engineering Development Laboratory {HEDL), Temperatures of the two furnace zones were maintained
at 475K and 675K during the irradiation. The vacuum measured at the ion pump was less than 5x107° Pa
although somewhat higher pressures would be expected in the sample chambers.

Two niobium foil capsules, 13x6x1 mm®, containing the wire and foil samples were irradiated in each
temperature zone. The capsules were positioned 1 nn and 6 mm from the front surface of stainless steel
samples holders which enabled two fluence levels to be obtained at each temperature. Neutron fluence was
determined from iron dosimeter foils which were counted and reported by personnel at LLNL. The resuits
indicate fluence levels of 3 and 10x1021m™2 for samples irradiated at 475K, while at 675K, the corres-
ponding fluence levels were 3 and 6x102!m 2. The difference in fluence levels indicates the neutron team
was offset slightly from the furnace centerline. |Irradiation conditions for the 300K irradiation have
been presented previously’.

Gage sections (0.25 by 3mm) were produced at the center of 12 mm long wire samples by electropolishing.
The minimum diameter along the gage sections was measured with an optical microscope equipped with a
calibrated eyepiece. The average of five measurements around the sample circumference was used to
calculate tensile properties. The same procedures were used for preparing and measuring the 0.25 by 5 mm
gage sections in 35 mm long wire samples from the 300K irradiations. Flow stress determinations were
made by uniaxially straining the wire samples at room temperature in an Instron tensile testing machine.
The average strain rate was about 6x10™%, hut local variation would exist because of the tapered nature
of the electropolished gage sections. The samples were held in split grips and grip displacement was
measured by a linear variable differention transformer {LVDT). The average tensile properties for a
given material and fluence were determined from five to ten samples.

Thin foils for transmission electron microscopy were prepared by electropolishing and examined in a
Phillips EM 400T electron microscope. Defect Cluster/loep diameters were measured from TEM photomicro-
graphs using a calibrated 10x eyepiece. Stereomicrographs were used to measure foil thicknesses for
estimating defect densities. The accuracy of the size and density measurements were estimated to be z1%
and +3¢ percent respectively.
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Results

5.3.1 Microstructures

Microstructures of the irradiated vanadium were strongly dependent on irradiation temperature as shown by
Figure 1 and the data in Table 1. Irradiation at 300K produced a high density of very small defect
clusters or loops. The type and nature of the defects were not identified because of their small size
and high density. However, it is reasonable to assume a/2<111> type loops based on previous studies of
fission neutron irradiated vanadium. The measured sizes and densities of the defects are in reasonable
agreement with fission neutron irradiated vanadium when consideration is given to differences in impurity
concentrations and the greater efficiency of 14-MeV neutrons in producing microstructural damage.

TABLE 1
MICROSTRUCTURAL DATA FROM T(d,n) NEUTRON IRRADIATED VANADIUM

Irradiation Neutron a<100> Loop a/?<111> Loops
Temperature Fluence Diameter Density Diameter Density
K m 2 nm m 3 nm m 3
300 8x1021 - - 2.5 5x1022
2x1022 3.5 n1x1023
473 3x1021 21 2.1x1021 3.5 6.0x1021
1x1022 15 8.0x1021 4.5 3.9x1021

The predominant feature of the microstructures following irradiation at 475K was the appearance of
interstitial loops with a<100> type Burgers vectors lying on (100) planes. These loops were uniformly
distributed throughout the grains except for denuded regions at grain boundaries. Loop density increased
with neutron fluence but, surprisingly, loop diameter decrease at the higher fluence Tevel. This de-
crease in loop size could be attributed to either a difference in neutron flux or temperature between the
two sample positions. Neutron flux was a factor of three higher at the high fluence position which could
have affected loop nucleation and growth, Alternatively, heat losses from the furnace front could have
reduced the irradiation temperature for samples irradiated to the higher fluence level and thereby
decreased their size. Since the furnace was designed to minimize axial temperature gradients, differ-
ences in neutron flux are most 1ikely responsible for the differences in measured loop diameters.

In addition to the a<100> type loops, smaller diameter a/2<111> loops were identified in samples irradi-
ated at 475K. These small loops were distributed throughout the grains, but were most evident along
grain boundaries where the larger a<100> loops were not present, Figure 2. The lack of a grain boundary
denuded zone for the a/2<111> loops suggests they are vacancy loops; however, positive identification was
not made. No large differences in size or density of the small loops was observed between the two
fluence levels examined., The measured diameters show a small increase, 1 nm, while the density decreased
somewhat at the higher fluence level. These differences are generally within the experimental uncertain-
ty for analyzing small defects.

Increasing the irradiation temperature to 675K produced a heterogeneous distribution of dislocation loops
and planar precipitates, Figure 1 c and d. Loop size and density varied locally within a given grain and
also from one grain to another. Loop diameters ranged from 5 to 70 nm with densities below 2x102%m" 3,
Precipitates were observed at grain boundaries, along existing dislocations, and within the matrix.
Similar precipitate distributions were also observed in unirradiated samples vacuum annealed for 300
hours at 675K. This indicates that precipitation was thermally activated although irradiation may have
enhanced the precipitation process. Isolated precipitates were also observed following the lower temper-
ature irradiations which tends to support irradiation enhanced precipitation in agreement with previous
studies of fission neutron irradiated vanadium8,?,
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Effect rf Irradiation Temperature on Microstructure in T{d,n) Neutron irradiated
/3¢ g =T110%; b} T = 475K Bt = 1x1022m 2,

(Arrows Indicate Direction

FIGURE 1 0
Vanadium: a) T = 300K @#t = 8x102!m 3, a
g =[1107; c and d) T = 675K @t = 6x10°'m 2, g/3g g = [1107.

of a}
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5.3.2 Tensile Properties

Results from tensile tests of the irradiated and unirradiated vanadium wire samples are summarized in
Table 2. The average tensile properties and standard deviations that were obtained from five to ten
individual samples are given. Standard deviations in the strength properties were generally less than
10%of the average. The lower yield strength data were more reproducible and were used to evaluate
radiation strengthening. Uniform and total elongation data represent the average elongation along the
tapered gage sections as measured at the ultimate tensile strength and failure, respectively. Since
strain varies locally along a tapered gage section, the primary value of these data is determining the
retative changes produced by irradiation in samples of similar geometry.

The effect of irradiation temperature on the stress-strain behavior of the wire samples is shown schema-
tically in Figure 3. Stress-strain curves for the unirrradiated wires can be described by upper and
lower yield points followed by a region where the stress increased to the ultimate tensile strength
wherein plastic instability led to failure. Irradiation reduced the strain-hardening portion of the
flow curves and its effect increased with decreasing irradiation temperature. Plastic instability
occurred immediately after yielding and the ultimate tensile strength {UTS) equaled the lower yield
strength {LYS) for samples irradiated at 300K to fluence levels above 3x102m 3. [rradiation at 475K
reduced the difference between the UTS and LYS by about 50%and slightly decreased the uniform elonga-
tion, Table 2. Little change in the stress-strain behavior was observed following irradiation at 675K.

Although differences were observed in the stress-strain behavior, tensile fracture was quite independent
of irradiation or irradiation temperature. Examination of fractured tensile samples by scanning electron
microscopy (SEM) showed failure occurred by ductile rupture after extensive plastic deformation. No
significant differences in the fracture surfaces between unirradiated ¢r irradiated samples were
observed; all samples examined showed more than 95%reduction in area at fracture. Typical electron
micrographs are shown in Figure 4.
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TABLE 2

SUMVARY of VANADIUM WIRE TENSILE DATA

*
Neutron Un¥form Total*

Irradiation Fluence UYs LYS uTs Elongation Elongation

Temperature m2 MPa MPa MPa % %

300K 0 408 0D D 8 19
1x1021 495+15 350+30 3D 7 14
3x1021 Z579) 1)/} 410+30 - 1
6x1021 555+110 430x15 &b - 11
8x1021 590+90 445530 445230 - 11
473 0 79 K7} 15D 9 23
3x1021 5268:49 425120 463+22 8 25
1x1022 700 470+12 498515 6 21
673 0 A 348+12 4rb 10 23
3x102! 396+17 36012 42919 11 27
N 6x1021 419412 3Bh+17 452514 11 26

Average Elongation over gage section.
Local Elongation would be greater.

FIGURE 4. Scanning Electron Micrographs Showing Fracture Characteristics of Vanadium Wire Tensile
Samples.
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FIGURE 5. Yield Strength Increase Versus Fluence For T{d,n} Neutron Irradiated Vanadium.

Radiation strengthening was independent of irradiation temperature from 300K to 475K, but decreased
following irradiation at 675K. This is shown in Figure 5 where the increases in lower yield strength as
a function of neutron fluence are compared. Measurable strengthening began at a fluence of about
1x102im 2 and%increased to 140 MPa at 2x1022m 2 for samples irradiated at 300K. These data approximately
follow a (ft)* fluence dependence which is consistent with Thompson's analysis of radiation induced
defect strengtheningl®, The small defect clusters provide the obstacles to dislocation movement. Yield
strength increases following irradiation at 475K were within 10%of the values from the 300K irradiated
sariples although large differences in microstructure were observed. The similar size and density for the
small a/2<111s type loops at the two fluence levels suggests the larger a<100> loops are the primary
cause of the observed strengthening. Smaller defect production at 675K shifted the strengthening
response in these samples to higher fluence levels. The measured yield strength increase at a fluence of
6x1021m 2 was about 50% lower than for irradiation at 300K or 475K.

5.4 Discussion

5.4.1 Microstructures

Microstructures of the T{d,n) neutron irradiated vanadium agree reasonably well with previous studies of
fission neutron irradiation except for the a<1(0> type dislocation loops observed following irradiation
at 475K. Precipitates are commonly observed in vanadium irradiated at elevated temperatures and attri-
buted to interstitial impurities®*®. The present results suggest precipitation was thermally activated
since sinilar precipitates were observed following vacuum annealing for 300 hours at 675K, |Irradiation
may have enhanced the precipitation process, but sufficient data are not available to establish the
contribution from irradiation. In accordance with the present results, high densities of small defect
clusters have been reported in vanadium following fission neutron irradiation at ambient reactor temper-
atures, i.e., < 375K. Interstitial impurities affect the defect distributions as demonstrated Bajaj and
Wechslerz, 11 where the defect cluster size decreased and density increased with increasing oxygen concen-
trations. A similar effect of oxyaen on defect distribution was also observed in niobium by Loomis and
Gerber3. The changes in defect distributions were attributed to increased cluster nucleation at oxyoen
atoms or oxypon-defect complexes. Direct quantitative comparisons of cluster size and density between
fission and T(d,n} neutron irradiations is not possible because of differences in material purity,
fluence levels, irradiation temperature, and neutron energy. However, the present results indicate
higher densities of smaller clusters than generally observed after fission neutron irradiationll which is
consistent with the high level of interstitial impurities in the T{d,n) neutron irradiated vanadium.
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Although a<100> loops have not previously been reported in irradiated vanadium, their formation was not
totally unexpected since they have been observed in iron and ferritic alloys following irradiation with
neytronsl2-14, 1 Mey electronsi®, and heavy ionsi&, Little et al. proposed a model to account for the
experimental observations in ferritics and suggested a<100> loops should also form in vanadium and
nighiuml%. The model is based on Eyre and Bullough's model for loop nucleation in bcc metals!? and
assumes a small probability for forming a<100> interstitial loops relative to the more commen a/?<111>
type interstitial loops. The a<100> loops grow by preferential interstitial capture while the more
numerous a/2<111> interstitial loops shrink and eventually disappear by a net influx of vacancies. The
experimental data for the a/2<111> type loops in Table 1 agree qualitatively with this model if both
interstitial and vacancy loops are assumed present at the lower fluence level. Growth of the vacancy
loops would provide the observed increase in loop size while the total loop density would decrease by
21imination of small interstitial loops. However, the density of the larger a<100> is much greater thar
predicted by the model. Calculations, using 5.5x107% as the relative probahility for forming a<100>
loops in vanadiuml* and the measured cluster density following T{d,n} neutron irradiation at 300K, i.e.,
1x1023m™3, indicate an a<100> loop density of 5.5x10!18m™% compared to 8x1G2Im™3 measured experimentally
in the high fluence sample. This large difference in density suggests other factors may contribute to
the formation of a<100> type dislocation loops.

The reason a<100> have not previously been found in irradiated vanadium may be related to the intersti-
tial impurity concentration. Shiraishi et al.18, and Horton and Farrel18 examined the microstructures of
vanadium irradiated near 475K and reported only a/2<111> dislocation loops. In both studies, the total
interstitial impurity concentrations were less than 350 wt-ppm compared to 1300 wt-ppm for the vanadium
used in the present study. Oxygen and carbon atoms become mobile at about 340K and it seem reasonable
that interaction between these mobile impurities and vanadium interstitial atoms could promote nucleation
of the a<l00> loops. However, a specific mechanism for this interaction is not known. Neutron energy is
not considered a viable explanation for the difference in loop structure because a<100> loops formed in
mild steel during 1 MeV electron irradiation’s where Frenkel pair defects are created. Future experi-
ments using niobium with two oxygen impurity levels may clarify the role of interstitial impurities in
nucleating the a<ll0> type loops.

5.4.2 Strength-Microstructure Correlations

The strengthening produced hy T{d,n) neutron irradiation in vanadium, Figure 5, can be predicted from the
microstructural data in Table 1 using a simple dispersed barrier model. Small defect clusterslloops
provide the barriers to dislocation motion in samples irradiated at 300K while both a<100> and a/2<111>
type dislocation loops contribute to strengthening the 475K irradiated samples. The contributian to the
strength increase for each microstructural component was estimated from the relation

Ag =2 pub
B2
where Ao = yield strength increase, ;

a = average interbarrier distance which is equal to (Nd}~
N = barrier density,
d = barrier diameter,
o= shear modulus (4.63x10% MPa),
b = Burgers vector of slip dislocation (0.263 nm),
g = a constant which is related to the barrier strength.

The increase in yield strength was calculated with a relation such as proposed by Koppenaal and
Kuhlmann-Wilsdorf 19

1
= 2 4 23}z
BSntal (AOl Aoy }

where Aoy, and Ac, are the contributions from the a/2<111> and a<100> type dislocation loops, respective-
ly.

The best correlation with the experimental data from each irradiation temperature was obtained by varying
gy and B incrementally between 2 and 6. For samples irradiated at 300K, only one microstructural
component was considered and the best correlation was nbtained using a value of 3 for By. The calculated
yield strength increases were 90 and 151 MPa compared to 105 and 145 MPa increases measured experimental-
ly. Previous studies of radiation strenqthemng from small defect clusters in a variety of materials
have found g values ranging from 2 to 48,20-23 which is consistent with the present results. The best
correlation with the experimental data from samples irradiated at 475K was obtained using 8, = 6 for the
a/2<111> loops and g, = 2.6 for the a<100> loops. The corresponding calculated and experimental yield
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strength increases were 64 and 60 MPa, respectively, for the low fluence data and 103 MPa compared to 105
MPa at the higher fluence. The large differences in g indicates the a/2<111> loops are weak barriers
compared to the a<i00> loops. This is consistent with the larger displacement vector and stress field
associated with a<100> type loops. However, the correlation was based on limited data using a simplified
model and quantitative comparisons ere not considered reliable. Reasonable correspondence between cal-
culated and measured yield strength increases could also be obtained using other combinations for g, and

Ba
55 Conclusions

Radiation strengthening in T{d,n) neutron irradiated vanadium containing 1300 wt-ppm interstitial
impurities was independent of irradiation temperature at 300X and 475K but decreased at higher tempera-
tures. Small diameter defect clusterslloops were the radiation-produced obstacles to dislocation motion
in samples irradiated at 300K. Dislocation loops with a<100s> type Burgers vectors provided most of the
strengthening in 475K irradiated samples with a smaller contribution from a/2<11l> type loops. A dis-
persed barrier model shows good agreement with the experimental data from samples irradiated at 300K and
478K, but heterogeneous distributions of dislocation and precipitate structures did not allow the
strenghtening mechanism to be identified in samples irradiated at 675K.
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7.0 Future Wok

Tensile tests and transmission electron microscopy will be used to determine the strength and micro-
structures in niobium samples containing two levels of oxygen following irradiation at 475K and 675K.
These samples were irradiated with the vanadium and are currently heing prepared for testing. The
results will be compared to those from 300K irradiated samples to determine the dependence of irradiation
temperature on strength and microstructures in these materials.
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CHAPTER 5
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CORRELATION OF IRKADIATEO 20% CW 316 STAINLESS STEEL FRACTURE TOUGHNESS WITH TEST TEMPERATURE

R. L. Simons and M L. Hamilton (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this effort is to develop correlation equations for the fracture toughness of irradiated
70% CW 316 SS as a function of test temperature.

2.0

A three parameter function was developed to correlate fracture toughness {Jjec) in 20% CW 316 S5 as a func-
tion of test temperature. The equation is applicable for the exposure range 40 to 60 dpa, irradiation tem-
perature range 643 to 680°K, and test temperature range 293 to 923°K.

3.0

Title: Irradiation Effects Analysis {AKJ)
Principal Investigator: 0. G Ooran
Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant DAFS Plan Task/Subtask

Subtask [I.C.I Effects of Materials Parameters on Microstructure
Subtask 11.C.8 Effects of Helium and Displacements on iracture
Subtask 11.C.14 Model of Flow and Fracture Under Irradiation

5.0 Accomplishments and Status

5.1 Introduction

In order to determine the lifetime of first-wall or structural components of fusion devices exposed to high
neutron damage exposures, it will be necessary to evaluate the elastic-plastic fracture behavior of the com-
ponent. The fracture toughness (JIc) is a material parameter needed in the analysis. An empirical equation
was developed describing the Jj. behavior in 20% OV 316 35 as a function of test temperature and applicable
to damage exposures ranging from 40 to 60 dpa and irradiation temperatures ranging from 643_to 6838°C. The
results Will be submitted for inclusion in the Materials Handbook for Fusion Energy Systems! (MHFES}.

5.2 Data Source

The compact tension specimens used for fracture toughness tests were fabricated from sections of Duct X231
(Heat 81594) of 20%CWN 316 SS following irradiation in the P14A experiment in EBRIIZ. Since austenitic
stainless steels generally exhibit elastic-plastic oehavior, the J-integral approach was uszd to measure the
ductile fracture toughness of First Core steel. The J values determined for irradiated and unirradiated
specimens, and their corresponding yield and ultimate tensile strengths are listed In Table 1. Tnr

0.040 inch thick specimens satisfied the thickness reauirement for a valid Jjc determination,
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TABLE 1
FRACTURE TOUGHNESS DATA FOR 20% CW A1ST 316 STAINLESS STEEL

Test Irradiation J
Temperature TemFe riatu re
°K

(°K)

Te Tys Tuts

dpa  (kd/m) (MPa) (MPa)

Irradiated Specimens

505 650 56 39.7 8H 94Y
700 673 57 27.0 775 831
all 661 56 31.5 716 760
923 655 55 5.8 501 527
866 648-688 39 23.4 707 738
Unirradiated Specimens
505 ——- - 67.9 579 730
700 .- .. 59.8 524 669
El - - 5.5 4% 627
923 — .- 247 386 448

An additional datum point was obtained from Reference 3 for an irradiation temperature of 648 to 633°« and an
exposure of ~39 dpa. The test temperature was 688°K. It was noted in Reference 2 that this Jyc value was
obtained from specimens having only marginally satisfactory thickness.

53 Discussion

The J-integral approach was used to evaluate the effect of irradiation on the toughness of First Core steel.
The Ji¢ values are listed in Table 1 for specimens irradiated to approximately 40-60 dpa and 20-30 appm
helium at temperatures ranging from 648 to §33°K. The tests were conducted on specimens of the same
thickness as the actual subassembly ducts of interest (0.040 inches or 0.10 an).  Saturation in toughness
aﬁpears to have occurred by approximately 40 dpa. There are no low dpa exposure data availaole to determine
the transient behavior. Since the data are available for only a limited range of irradiation temperature, no
de;l)endence on irradiation temperature has been included. A Tinear recovery factor was applied to the Ji¢
values to account for testing above the irradiation temperature. A linear recovery factor is justifiable on
the grounds that the Hahn and Rosenfield model4 and a modified Krafft mode!® both Show that Jjc should

be proportional to the yield strength when the work hardening coefficient is small. [Irradiated 20% ¢+ 316
stainless steel satisfies this reouirement.

The following equation was developed to describe the dependence of fracture toughness (in units of kJ/m?)
on test temperature:

e = B - 118 x 107%(1-525)2] Z (1)
where:
T = Test temperature in units of °¢ for the range 293 < T < 923°«. ] o
Z = The recovery effect produced by testing at a temperature above the irradiation temperature

Due to the limited data, Equation 1 has the following limitations imposed on it:

643K < TiprAD < 688°K
< dpa < 60

appm
20 < heh’um) <30
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The recovery effect produced by testing at a temperature above the irradiation temperature is given hy]’si

1

Z=1-0b [o*/(E/E) + - in ( (2)

1 + exp [a{co-c*/(E/EO)}]
T + exp (uoo) .

where:

op = 9515 - 0.676 (T-273),

-4 T-823)|°

b =203 x 10 [0.931 + tanh (—1—3-0—“-)] ,

T = Test temperature, °K, (T > Tiprad)

a = 0.0145,

o*/(E/E) = 648 + (648 - Cr) (e~t Al ¢/dp - 1)

+ ag {nr~! arctan 0.007 (t - to)] + 051 (MPa),
where:

t =exp (3. 51517) (hr),

2 j

T; = Temperature of irradiation {°K),

t = Irradiation time (hr},
Cr = 1034 - 605.77 {«~! arctan [0.036551 (Ti - 273) - 17.01641 + 051,
ao = -305.047 {n~! arctan [0.15669 (Ty - 273) - 116.47161 + 0.51,
A7 = 0.0330261 {=~! arctan [0.068773 (Ti - 273) - 51.1211 + 0.5}F,

F = 1/[0.001 + 786 x 108 exp(-12533/T4}], T < 612 °K

F=10 Tj>612°

X = dpa/sec

¢ = x for Ty < 753 °K,

Xo = 7.5 x 10-7 dpa/sec

(T1. - 863)x - (T1. - 753)x
¢ = -110

® for 753 < T, <863 °K,
¢ = %o for Ty > 863 °K,
The modulus ratio, E/E, is given by

(a) For T < 1043°K,
E/Eq

{exp[exp(0.8705 - 1928.23/T)] 1},

(b) For T > 1043°K,
E/Eq

fexplexn(3.2399 - 4400.3/T)]}-1

A comparison of measured Jr values and predicted Jic values based on Equation 1 is shown in Figure 1.
Tne uncertainty in Jje is #7 kd/m¢ and this includes the variation in irradiation temperature.

84



The Jjc values for unirradiated material are 1.79 times the values from Equation 1. Figure 2 shows the test
temperature dependence of the unirradiated and irradiated Jj. values normalized by the recovery term {Z}.
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4. G. T. Hahn and A. R. Rosenfield, "Sources of Fracture Toughness: The Relation Betwen Ky and the
Ordinary Tensile Properties of Metals," ASTM STP 432 (1967) pp. 5-32.

5 M L. Hamilton, F. A. Garner and W. G. Wolfer, “"Correlation of Fracture Toughness with Tensile
P(rlo er)tll%% for Irradiated 20% Cold-Worked 316 Stainless Steel,™ Journal of Nuclear Materials, 122 & 123

6. R. L. Fish, N. S. Cannon and G. L. Wire, *"Tensile Property Correlations for Highly Irradiated 20 Percent
Cold-Worked Type 316 Stainless Steel,™ ASTM STP 683 (1979) pp. 450-465.

% . — . | |
UNIRRADIATED

80 T T T T T T 7 1

)
&

Sy /s
70~ S
&
§ ¢ /
® O HUANG (X231
L 0O HUANG AND FISH

1352 DUCT}

L

1

ol I T; < 4z80C o T
3 30< Ty < 60°C B dieiz

2 40< dpa < 90 &y {RAADIATED
- m

g W= 1

[

a /)/ /

-t

=]

(%]

-

o

o

T 1 :
T
o/ ,

o 10 P 30 40 50 0 70 20 20 ] 100 200 300 ano 500 500 700
MEASURED J;p kd/m?) HEDL dotz-2m.1 TESTTEMPERATURE {°C]
FIGURE 1. Comparison of Measured v, and FIGURE 2. Fracture Toughness of 20% CW 316 55

Predicted e Values.

85



A COMPARISON (F DEPTH-DEPENDENT MICROSTRUCTURES (F ION-IRRADIATED 316-TYPE STAINLESS STEELS

RL. Sindelar, RA. Dodd and GL Kulcinski (University of Wisconsin)

1.0 Objective

The goal of this program is to characterize the effects of heavy-ion irradiation on the
microstructurallmicrocompositional evolution of 316-type stainless steels.

20 Summary

The microstructural response of P7, a high-swelling, "pure" 316-type stainless steel and the MFE heat of 316
stainless steel were investigated after 14-MeV Ni-ion irradiation. Specimens of the P7 alloy were irradi-

ated to fluences of 3.3 x 1016 14-Mev Ni ions/em®. Irradiation temperatures ranged from 500°C to 65G°C
(045 - 06 Tp). In addition, a sample of 316 SS was irradiated at 650°C (0.6 Ty) to a fluence of 33 x

1016 14-Mev Ni 1ons/cm2. The irradiated specimens were examined in cross-section by electron microscopy.

The 500°C irradiation of the P7 alloy produced a depth-dependent void distribution influenced by the excess
interstitial effect of the bombarding ions. The 650°C irradiations of the P7 alloy produced a bi-modal void
distribution at the damage peak. The 650°C irradiation of 316 35 produced needle-like precipitation in the

entire damage region.

3.0 Programs

Title: Radiation Damage Studies
Principal Investigators: GL Kulcinski and RA.  Dodd
Affiliation: University of Wisconsin-Madison

4.0 Relevant DAFS Program Task/Subtask

Subtask II.C.I.I; Phase Stability Mechanics

Subtask 1.C.6.1: Effect of Damage Rate on Microstructural Evolution

5.0 Accomplishments and Status

5.1 Introduction

Materials to be used in the construction of near-term fusion reactors will be tailored to meet various

criteria. These criteria include the maintenance of mechanical stability and the resistance to cavity-
induced swelling during exposure to intense radiation environments. Even minimal variations in the
composition of a promising alloy may lead to different microstructural/microchemical evolutions under

irradiation which cause the alloy to not satisfy the design requirements.(I’Z)

Slight compositional alterations of major alloying elements and even "impurity" elements in 316-type
stainless steels have produced varied irradiation responses. This behavior has been observed after fast

reactor,(3’4) high-energy electron,(s) and heavy-ion(ﬁ'” radiation exposure. In addition, reactive (e.g.
hydrogen and oxygen) gases dissolved in a metal seem likely to assist in cavity nucleation and growth
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TABLE 1. COMPOSITION GF MFE HEAT # 15893 316 SS AND THE “"PURE" 316 SS, P-7 ALLOY

Composition {wt.%)

Material Cr Ni Mo Mh Si C

316 SS 17.4 12.6 2.2 1.81 0.65 0.05

P7 alloy 17 16.7 25 0.03 0.1 0.005
Material P S Ti 0 W Fe

316 S5 0.030 0.020 < 0.001 0.005 - Bal .

P7 alloy - - 0.01 0.03 0.068 Bal.
processes. (8-10) Therefore, actual large scale fabrication of reactor components may have to be monitored

carefully to assure the "proper" composition of the finished product.

Ore type of 316 stainless steel with reduced impurity levels has been recently studied in dual-ion and fast

reactor experiments.(ll-l” This alloy, P7, was fabricated as a "pure" 316 stainless steel alloy in order
to provide an alloy resistant to phase instabilities. This alloy was found to swell readily with essen-
tially no incubation dose. This paper investigates the different response of this "pure" 316 stainless
steel alloy, P7, compared to the MFE heat of 316 stainless steel after 14-MeV Ni-ion irradiation.

5.2 Experimental

The compositions of the alloys irradiated in this study are shown in Table 1 Note that the MFE heat #15893
of 316 SS contains higher levels of most impurity elements than does P7. Also note that the P7 alloy stock
contains a high matrix oxygen content. The pre-irradiation treatment of the P7 alloy stock involved rolling
to a thickness of 500 wm followed by a solution quench after a 1 hour anneal in air at 1000°C. Oxygen was
present in the anneal furnace as evidenced by a surface oxide coating on the P7 alloy, and this had to be

removed prior to irradiation. A simple calculation using oxygen solubility data(la’lg) estimates that the
resultant matrix is saturated with oxygen at or near the value shown in Table 1L Pre-irradiation prepar-

ation consisted simply of successive mechanical polishing operations using abrasives down to 0.3 um alumina
powder. The samples were not electropolished prior to irradiation in order to preclude the introduction of

hydrogen into the specimen.(zo) Irradiations were performed at the University of Wisconsin Heavy-lon
Irradiation Facility using 14 MeV Ni3* jons.

Figure 1 shows the displacement damage as a function of depth for 14 MeV Ni ions on 316-type stainless steel
targets. Recent studies(ZZ) have found that the displacement efficiency (K) varies as a function of PKA

energy, in contrast to the standard value of K = 0,8 as proposed by Torrens and Robinson.(23) At high
energies the value of K has been found to be about 0.3, independent of energy. Therefore, we have used K =
0.3 in all of our dpa calculations in this paper.

The samples were irradiated at temperatures between 500°C and 650°C 10.45 - 0.55 T} to peak damage levels
of 20 dpa (K = 0.3). Table 2 lists the irradiation parameters used in this study. Post-irradiation prepar-

ation for TEM analysis involved a cross-section technique described in detail e1sewhere.(24) This procedure
allows the entire damage range shown in Fig. 1 to be analyzed for a single irradiated sample. The micro-
scopy analysis was performed using a JEOL TEMSCAN-200 CX electron microscope.

Voids densities were determined in 0.25 um intervals along the ion range with the data points plotted in the
middle of the interval. Error bars_reflect the uncertainty in foil thickness determination (~ 10%)and the
statistical counting uncertainty (¥n/n) where n is the total number of voids in a 0.25 um interval.

87



14 MeV Ni IONS ON 316-TYPE SS TARGET

N
&)

- R
o o

=)
o N DISTRBU TON

© w»

FIGURE 1 Oamage {dpa) vs. distance from the irradiated surface calculated using the Brice code.(ZI) The
damage efficiency (K} used is 0.3 Eq = 32 eV,
TABLE 2. 14 MeV Ni- ION IRRADIATION PARAMETERS
Samples irradiated at a flux of 3 x 101! ions/cnl/s,
Irradiation
Material dpa at 1 um* peak dpa* Fluence {ions/em?) Temp. £°C)
P7 alloy 1 5 0.8 x 1016 500
P7 alloy 4 20 33 x 1016 500
P7 alloy 1 5 08 x 1016 650
P7 alloy 4 20 33 x 1016 650
316 S§ 4 20 33 x 016 650

*displacement efficiency K = 0.3

5.3 Results

Figure 2 shows the TEM micrographs which span the entire damage range of the low (5 dpa peak, K = 0.3) and
high fluence {20 dpa peak, K = 0.3) 500°C irradiation of the P7 alloy. Figure 3 shows the average cavity
diameter, cavity density, and cavity-induced swelling as a function of distance from the sample surface for
these two irradiation conditions. I1tis evident from Fig. 3 that there is a suppression in the average
cavity diameter and number density of the high fluence specimen in a region approximately 20 to 2.6 wm from
the sample surface. This region is coincident with the range of the bombarding Ni ions. The suppression of

cavity growth(zs) and cavity nuc]eation(zs’zn is thought to be caused by these injected ions providing
interstitials in excess of the Frenkel defects produced during the irradiation.

Figure 4 contains the through-range microstructures of the low (5 dpa peak, K = 0.3) and high fluence (20
dpa peak, K = 0.3) 650°C irradiation of the P7 alloy. Figure 5 shows the average cavity diameter, cavity
density, and cavity-induced swelling as a function of distance from the sample surface for these two irradi-

ation conditions. 1t is apparent that there is bi-modal void distribution in the peak damage region (see
Fig. 1) at 650°C. To aid in distinguishing the two distributions, cavities » 100 nm were classified as
"large voids" whereas those < 100 M were labeled "small voids." The diameters of the "large voids" in the

high fluence specimen approach the value of the TEBM specimen thickness in this region {(~ 200 nm). Hence,
many of these voids intersect the foil surface. Stereo microscopy analysis in thicker regiors of the foil
revealed that these features are not artifacts but are completely contained within the specimen. Figure 4
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14 MeV Ni-ION-IRRADIATED P7
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500°C
3.x1016 14 MeV Ni-lons/cm?

FIGURE 2. TEM micrographs spanning the entire damage region for the low and high fluence 500°C irradiations
of P7. Note the suppression in cavity density and average diameter at the = 2.5 M depth in the high
fluence sample.

and 5 suggest that the voids present at the low fluence are the precursor distribution of the "large void"
distribution in the high fluence sample. A denuded zone of = 0.6 mm fum the foil surface is present in the
high fluence 650°C sample. The absence of voids in this region is attributed to the diffusion of defects to
the free surface. Garner and Thomas(28) have shown in HVEM studies that a 06 wm void free zone also exists
at a dose of 6 dpa {K = 0.8) in 316 S5 at 650°C.

Figure 6 shows the precipitation response of the entire ion-damage region for the 316 $S sample. 1tis
evident that there is an absence of cavities throughout the entire damage region. In addition, the irradi-

ation produced a network dislocation structure whose density is "~ 1010 ¢p2 throughout the damage region.

The precipitation response of this sample to irradiation can be seen in the optical micrographs of Fig. 7.
The ~ 3 um of enhanced precipitation at the interface corresponds to the depth of the damage region charac-
teristic of 14 MV Ni ions. The precipitation response in the damage region was predominantly needle-shaped
precipitates. These precipitates had a uniform distribution over the depth of ~ 075 wum to ~ 3.0 pm with an
average length of 150 m and density ~ 1 x 1014 cm3. Figure 7d displays a micrograph of the damage region
which shows these precipitates at a depth of 15 wm from the foil surface. Needle-shaped precipitates of

this approximate size and density have previously been observed in dual-iron irradiation stud'ies(zg) where
they were determined to be an iron phosphide phase, FesP. The typical composition of the needles given was

(wt.%) 165i-5P-45-19Cr-29Fe-27Ni.
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FIGURE 3. Cavity mean size, density, and swelling results for the low and high fluence 500°C irradiation of
P7.

Optical micrographs of the cross-sectioned sample (Figs. 7a,7b} reveal extensive grain boundary precipi-
tation throughout the unirradiated region. TEM analysis shows that these regions contain blocky M»3Cg

precipitates (see Fig. 7¢) along the grain boundaries. Figure 7b also includes a feature in the boundary
region where two austenite grains have intersected at the nickel plate = 316 SS foil interface. This is an
artifact of the plating process. Corrosion at this location occurred when the irradiated foil was anodic in

the strike ce'ﬂ.(z“ When the current was reversed this corrosion pit was filled with the nickel plate.

5.4 Discussion

The above results show a varied response to 14-MeV Ni-ion irradiation for 1} identical samples irradiated at
different temperatures and for i) samples with different impurity and reactive gas levels irradiated at the
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0.8 x 1016 14 MeV Ni lons/cm?

1pxm 650 °C
«INTERFACE
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FIGURE 4. TEM micrographs spanning the entire damage region for the low and high fluence 650°C irradiations
of P7. Note the evolution of a bi-modal void distribution near the damage peak at ~ 2.5 um.

same temperature. The response of each set of samples to heavy-ion irradiation showed interesting micro-
structural features.

First, a suppression in cavity number density and average diameter was noted at the region that coincides
with the range of the incident ion species in the high fluence 500°C P7 sample. A retardation of cavity

growth from these injected interstitials has been previously postulated by Brailsford and Mansur.(zs) The
suppressed cavity density is attributed to a decreased cavity nucleation rate in this region where the
bombarding ions come to rest. This effect is important at temperatures where recombination is the dominant

loss mechanism for point defects, and is well modelled e1sewhere.(27) A discrepancy does exist, however, in
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FIGURE 5 Cavity mean size, density, and swelling results for the lew and high fluence 650°C irradiation of
PI.

the low fluence 500°C P7 sample where no dip in the cavity density is noted at the peak damage region. In
addition, the dpa level at 1wm in the high fluence sample was approximately the same as the peak dpa value
of the low fluence sample (5 dpa), yet the cavity number density was slightly greater in the peak damage
tinguishing small cavities (1 rm = 2 nm) from artifacts in a TEM foil = 100 nm thick and therefore the
discrepancy lies within the error estimation of the cavity number density.

In the 650% irradiations of the P7 alloy, a bi-modal void distribution was observed to evolve. A bi-modal
void distribution has only been previously observed in a heavy-ion irradiated single phase material when it
contained injected or transmuted gas. The presence of a high matrix oxygen level, which is assumed to be

highly mobile in the P7 matrix at this 650*C irradiation temperature, is believed to be responsible for this

bi-modal void development. Calculations using oxygen solubility data fam From and Gebhardt,(lg) the heat

of chemisorption equations of Tanaka and Tamaru,(‘m) and the heat of oxide formation from Robfe et a]..(31)
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IRRADIATION-INDUCED PRECIPITATION IN 316 STAINLESS STEEL

3.3x10'® Ni ions/cm

I-- 1 um

l 650°C
wemssn INTERFACE

FIGURE 6. TBM micrographs spanning the entire damage region for the 316 S5 sample. Note the absence of
voids and the residual absorption contract of the needle-like phase in the low contrast micrographs.

predict that the heat of chemisorption of oxygen on y-Fe (-272 kJ/mole oxygen at 650°C) is greater than the
heat of solution of oxygen in Y-Fe (-93 kJd/mole oxygen at 650°C), This large difference provides the driv-
ing force for oxygen to come out of solution and collect on a clean, free surface. Oxygen should therefore
be attracted to the surface of a void nucleus, and thus affect the surface energy of the cavity. According

to Bernard and Lupis,(32) the surface energy Y is determined by

_ kT —
Y—Yo'i'rln (1-0)

where © is the degree of coverage of the surface, ¥, is the energy of the clean metal surface (@ = 0) and A

is the area effectively occupied by a chemisorbed oxygen atom. Jones and Wolfer(33) recently performed a
similar analysis of hydrogen in a-iron with a resultant substantial reduction in surface energy. When
surface energy is reduced, void nuclei are more readily stabilized and accelerated cavity growth can take
place.

The Void nucleation rate in P7 should be the greatest in the peak displacement rate region (2.3 #m depth) as
shown by another study.‘zﬂ Using a diffusion equation given for oxygen in Y=iron given in,(38)

D =575 exp

it can be shown that 0 = 15 x 1072 c¢mé/s at 650°C. Thus, oxygen should be highly mobile and may freely
migrate towards the void embryos forming in the peak damage region. This process appears to be efficient in
reducing the surrounding matrix oxygen level since the low fluence 650°C P7 sample contains voids in the
peak damage region only. Later in the irradiation, additional cavities can nucleate and grow throughout the
damage region. Those cavities in the peak region have a lower number density and average diameter which
could be due to the effect of the "large voids." Note, however, the difference in the cavity number density
of the 1w fluence sample and the "large void" density in the high fluence sample. A calculation of the

maximum possible density of 200 mm spheres is = 1 x 10¥4/cm3 when considering a simple cubic dense packing
arrangement. A more realistic estimate would take a simple cubic arrangement of spheres with spacing equal

to one diameter. This would yield a density =~ 2 x 1013 spher‘es/cm3. Therefore, since the measured vold

density is~ 4 X 1014 cavities/cm3 in the 1ow fluence sample, an interactive process must take place between
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FIGURE 7. a), w) Optical micrographs for the 650°C 316 SS sample. The highly etched region on the nickel
plate - 316 85 foil interface (vertical band on left hand side of micrograph) is clearly visible. This ~
3.0 um width region corresponds with TEM observations of needle-like precipitates which are found up to ~
30 wm from the foil surface.

c) TBM micrograph of My3Cg precipitates on a grain boundary in the unirradiated region. This precipitation

is evident in Fig. 7a. -
d) TEM micrograph of the needle-like precipitates in a region ~ 15 wm from the foil surface.
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Lastly, the needle-shaped precipitation which occurred in the damage region only for the 650°C 316 SS sample

in this study is similar to that observed in dual ion-irradiation studies.(29’35’35) This phase appeared

early in these irradiations only to dissolve upon further irradiation. Recently, Lee et al., discovered
these needles after dual-ion irradiation of an alloy similar to 316 SS and identified them as the FepP

phase.

No thermal aging studies of 316 SS have shown the Fe2P phase to form. However, such a phase has formed in

321 ss.(37) In the Lee et al. study,(zg) a post-irradiation thermal aging at the irradiation temperature of
675°C for 16 hours was seen to cause a partial dissolution of the FegP phase. In the present study, a TBM

foil having the needle precipitates was ion-milled without specimen cooling. Subsequent TBM analysis of

this post-milled sample revealed that no needles were present. The tentative conclusions of these experi-
mental observations suggest that the needle-shaped FepP phase is radiation-induced and will dissolve at high

temperatures in the absence of irradiation. Further work is necessary to confirm this hypothesis.
6.0 Conclusions

The cross-section technique has been applied to heavy-ion irradiated 316-type stainless steels to allow the

complete damage region to be analyzed. Several interesting effects of the ion damage were noted:

1. Suppression in void nucleation and growth was observed in a region near the end of range of the incident
ions in the low temperature (500°C} irradiation of the P7 alloy. This suppression is attributed to the
"excess interstitial" effect of the bombarding ions.

2. A bi-modal void distribution was observed to evolve in the peak damage region of the high temperature
(650°C) irradiation of the P7 alloy. Oxygen initially present in the matrix is believed to be
responsible for this development.

3. Needle-like precipitates were found in the damage region of heavy-ion irradiated 316 SS. This phase has

been observed before as a transitory phase in dual-ion irradiation studies where it was identified as an
Fe,P phase.
2
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MICROSEGREGATION OBSERVED | N Fe-35.5Ni-7.5Cr IRRADIATED | N EBR-IT

H. R. Brager and F. A Garner (Hanford Engineering Development Laboratory)

1.0 Objective

The object of this study is to determine the microstructural and microchemical origins of radiation-induced
property changes in structural alloys.

2.0 Summary

At 593°C one alloy, Fe-35,5Ni-7.5Cr, which was particularly resistant to swelling in EBR-II, increased in
density 0.9% at 76 x 1 2 n/cmé (E » 01 Mev). Examination by energy dispersive x-ray analysis

revealed that substantial oscillations occur in the nickel content of the alloy, varying from 25 to 53%
about the nominal level of 355%. These oscillations exhibit a period of ~200 nm. Regions enriched 1N
nickel are depleted in chromium and iron, and the reverse IS true in regions of low nickel content. This
spinodal-like process produces a net densification and also appears to eventually destroy the swelling
resistance of the alloy. Once voids form in the nickel-poor chromium-rich regions, further segregatlon of
nickel to void surfaces is expected to accelerate the loss of swelling resistance.

3.0 Program

Title: Irradiation Effects Analysis {AKJ)
Principal Investigator: D. G Ooran
Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

I1.C.1 Effects of Material Parameters on Microstructure
I1.C.16  Composite Correlation Models and Experiments

5.0 Accomplishments and Status

5.1 Introduction

Charged particle simulation studies of neutron-induced void growth have often been used to forecast the
compositional dependence of swelling. There is near universal agreement from such studies that the swel-
ling of Fe-Cr-Ni austmmi:t‘if alloys can be minimized if the nickel is increased to 35-45 wt% and the _chromium
is reduced to 10%or less.(1»2) Regs&nt neutron irradiation studies in the EBR-II fast reactor confirm

the validity of this prediction.(3

In Figure 1 we can compare the swelling behavior of a cold-worked, solute-bearing commercial alloy, AISI
316, with the much lower swelling of annealed, essentially solute-free Fe-35.5Ni-7.5Cr. Not only does this
simple ternary alloy resist swelling but it actually densifies prior to and during the onset of swelling.
One specimen irradiated at 593°C to 7.6 x 1022 n cmr? (E » 0.1 MeV) or ~38 dpa increased its density 0.9%.
The thermal equilibrium diagram for the Fe-Ni-Cr system at 600°C does not display any miscibility gaps or
phases which form under these conditions, however, and the observed densification was therefore rather
surprising «
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FIGURE 2. Density of Fe-Ni Alloys at 25°C, as reported by Tomlinson and Andrews. (6)
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It was noted, however, that a minimum in density exists at Fe-40Ni-OCr at room temDerature,(6) as shown

in Figure 2. Thus the Fe-35,5Ni-7.5Cr alloy lies very close to a density minimum and radiation-enhanced
segregation might lead to an increase in the average density of the a]on.{Z) Transmission electron
microscopy and energy-dispersive x-ray analysis were therefore performed on the (593°C, 38 dpa) specimen to
check this hypothesis.

52 Results

Figures 3 and 4 are micrographs of this alloy. A very low density of dislocations was_observed, consistent
with that usually found at this high irradiation temperature. A very small (<10 cm=3) number of voids
were also found and these were usually attached to a likewise small number of precipitates. There was,
however, a relatively high density (1 x 10 6 cm3) of small (<5 nm) cavities that appear to be bubbles
incorporating the ~30 appm helium generated by transmutation. There were no nickel-rich precipitates
observed which could account for the densification, however.

When x-ray analysis was performed, however, it appeared that substantial segregation was occurring in the
matrix of this alloy. Figure 5 shows ~100 compositional measurements of small areas in four separate
grains, using an electron beam ~30 mm in diameter. There is a persistent tendency of the alloy to exhibit
enhanced nickel levels at the expense of chromium in some areas and to do the opposite in other areas. The
iron concentration follows the same trend as that of the chromium. Variations in the nickel level between
25 and 53%were found which could easily lead to some densification, as shown in Figure 6.

It is important to note, however, that these measurements are averaged over a finite volume of foil 50 the
actual range of nickel variation probably extends both above and below the 25-53% range.

It was therefore decided to measure the spatial variation of the matrix composition at fixed intervals
along traverses across thin (60 nm) sections of foil. Figure 7 shows the results of a typical traverse
for both the irradiated foil and an unirradiated specimen, using 50 T sampling intervals and a beam width
of 40-40 nm. While no large compositional variations are seen in the unirradiated soecimen, rather large
and periodic variations are seen in the nickel concentration in the irradiated specimen. Note also that
whenever the nickel level was above that of the bulk average concentration, the iron level tended to be
below its bulk-averaged concentration. Both the iron and chromium profiles appear to be mirror images of
the nickel profile. The traverses shown in Figure 7 used dislocations as starting points.

When a rare precipitate or void surface was used as a marker (Figure 8), one observed a perturbation rela-
ted to the surface of the marker and then the development of the compositional micro-oscillations far from
the marker surface. These oscillations exhibit a periodicity on the order of several hundred nm. The
micro-oscillations could not be correlated with any components of the microstructure which currently existed
inthe foil. To verify that the microscillations were reproducible, measurements on many of the traces were
taken on more than one occasion, as illustrated using different symbols in Figures 7 and 8.

5.3 Discussion

The oscillations can arise from three possible sources. Two of these are perturbations due to microstruc-
tural sinks either outside the foil volume or formed earlier within the foil volume but which no longer
exist. The first of these IS exemplified by voids and grain-boundaries, both of which are known to segre-
gate nickel at the expense of iron and chromium. The concentrations of these are too low to create the
oscillations. The second type of perturbation might arise from dislocation loops which are also known to
segregate nickel. Perhaps the resulting nickel enhancement persists after the loop unfaults and the resul-
tant dislocation moves away. The highest density of loops found at these temperatures is much too small to
yield the observed scale of oscillations, however.

The third candidate mechanism does not require either pre-existing or radiation-induced sinks. Assume for
the moment that spontaneous spinodal-type oscillations occur that are created or perhaps merely accelerated
by irradiation. Although no actual miscibility gap has been observed in this compositional regime in
thermally-aged Fe-Ni or Fe-Ni-Cr alloys, the existence of concentration inhomogeneities on a small scale

has frequently been suggested in the literature. It has even been suggested that the true equilibrium
diagram for the Fe-Ni system contains a number of miscibility gaps and compises ’?h? Y -qisordered'phase,
¥' - Fe Ni ordered phase, " - FeNi3 ordered phase and y"' - FesNi ordered phase. 7} This assumption seems

to be partia&ly confirmed by the observation of an Fe-Ni ordered phase in meteorites formed billions of
years ago.(8 Ifthis assumption is correct then alloys in the composition range occupied by the
Fe-35.5NI-7.5Cr alloy do not exist in the true eauilibrium state, but the kinetics of transformation to the
ordered state are too slow to be observable in human experience.
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FIGURE 3. Micrographs of Fe-35.5Ni-7.5Cr after irradiation to 7.6 x 1022 n em=2 (E > 0.1 MeV) at 593°C,

showing a verg low_density of dislocations, an absence of Frank dislocation loops and a high
density (~1010 cmm3) of small cavities assumed to be helium bubbles.

FIGURE 4. Representative example of one of the small number of voids found in Fe-35.5Ni-7.5Cr at 593°C and
38 dpa.

101




o a

oo a

° eual f-———— NOMINAL ALLOY -
B COMPOSITION

° a cuwl
o
nooc

a0 oo JOA
& ocapo n_
Cr . .
7 F -] aa &
(wt%) doe S -
° | o & ooa a
o oa ca
i a 1] &
E .
1L d
A
a
a
s Lt | ] I ] 1 L
2% % 45 6
Ni (wt%)

FIGURE 5. Relationsh%)] between local nickel and chromium levels, as measured in random small areas 3 O nm
in size. e three types of symbols denote separate measurements on three different days.

Fe-XNi
o \‘/
0.369 |- ! n
SN
0.368 |- \ T
~
LATTICE = E37 ~N
PARAMETER -~— NOMINAL
(nml 9367 |- COMPOSITION -
0.366 | 1
Fe-7.5Cr-XNi
0.366 |- il
1 I 1 1 1

0.2 0.3 04 0.6 08
NICKEL imole fractien}

FIGURE 6. Lattice parameters of Fe-Ni and Fe-7.5Cr-XNi austenitic alloys at 25°C. AlSO shown is the range
of average nickel levels observed in Figure 5 to illustrate the origin of the densification.

102



UNIRRADIATED

38 dpa. 593°C
T T T T T T T T T T T T T T T T T T T T
“ ,.),
Y [»]
x o
: ‘ ’ iy ,
n 1 1 3 4 1 3 1 ] ¥ [ 1 2 El a 5 1 7
49— 7 T 7T T ¥ 7 7 T 1 v T T T T 1
- -
wl i el
wh
S8 — a &
Fe 1 . @
(wt%h) i°
- p -
0.1 um
. » 1 «}
' 1 2 ] P 3 ] 3 “ ) 2 3 . € s T
DISTANC HEDL B402.175 6
FIGURE 7. T%
T

ducibility of the measurements.

pical compositional traverses across thin foil sections using a dislocation as a starting point.
e different symbols represent separate measurements on different days to demonstrate the repro-

PRECIPITATE MARKER

T T

T

VOID MARKER

T T

¥ B B B ¥ ¥ & B &t R AT
T T

Fe
{wt%)
- 0.1uym n .
» (S wh
] ] l"
ul? 1 2 a 4 % ] T ‘_n; 1 H] 3 4 5 . )
u|o DISTANGE
FIGURE 8. Compositional

HEDL B402-17%.

traverses starting from void or‘inciusion—precipitate markers.
bility when measured twice on separate days.

Note the reproduci-

103



This compositional regime has received a large amount of scientific attention since the low-swelling regime
happens to coincide with the compositional range referred to as Invar alloys. It is well known that many
physical properties, such as thermal expansion, magnetic properties, elastic moduli, lattice parameter and
excess free energy, exhibit rather marked variations with relatively small changes in composition. The
Invar regime is frequently referred to as the anomalous property regime.

Many researchers have therefore used charged particle or neutron irradiation to speed up the kinetics of
transformation and test the stability of Invar alloys. The earliest of these studies are summarized in
Reference 9. Their major conclusions were that the order-disorder transformation is accelerated by irradi-
ation and is a vacancy-dominated Process, although interstitials produced by irradiation can also partici-
pate. The anomalous Invar properties usually disappear after irradiation and both short-range and long
range ordering occurs. The degree of ordering is sensitive t0 the composition, temperature and displacement
rate. Most evidence of ordering has been inferred from indirect observational techniques (Mossbauer,
induced magnetic anisotropy, resistivity, nuclear gamma resonance, neutron scattering, lattice parameter
measurements, etc.) and comparison with similar studies on easily ordered systems such as Cu-Au. There has
been one other direct observation of compositional oscillations induced by irradiation. Penisson and
Bourret irradiated Fe-50Ni with 1.0 MeV electrons ant? otiserved high densities of ordered micro-domains

<50 nm in size using dark field electron microscopy. The micro-domains formed only when the irradia-
tion was conducted below the critical ordering temperature, which is ~320°C for Fe-50Ni.

It is not unreasonable to assume that the ordering process requires first a segregation process and that
this precursor segregation process does not cease abruptly above the critical ordering temperature. In the
disordered state, however, one cannot observe with electrons the existence of compositional oscillations
since the structure factors of the three solvent atoms (Fe,Ni,Cr} are guite similar. Therefore the presence
of micro-oscillations at reactor-relevant temperatures can only be inferred by x-ray measurements or by the
use of indirect techniques which measure the radiation-induced modification of various anomalous Invar
properties.

It has been shown by Pauleve and coworkers{ 1) that two overlapping types of ordering {FeNi, FeNi3)

develop in irradiated Fe-Ni alloys in the range of 37-70%nickel, as shown in Figure 9. I¥fwe ignore the
chromium in our alloy for a moment we can see from Figure 9 that, for Fe-35.5Ni our entire range of irradi-
ation temperature (400-650°C) lies above the critical ordering temperatur'ei of btjth phases. The addition

of chromium has been shown to reduce the tendency toward short-range order 12,13) but not suppress it
totally. CS\romium additions also tend to reduce the degree of anomaly in some properties such as Young's
moal (ys . The addition of chromium also introduces the possibility of ordered phases involving chro-
mium, {15~ ) such as NiaCr which forms thermally. Wahi recently reported that precipitates of CrggFejqNi
are formed in thin foils of Fe-40Ni-13Cr whic? were thermally-annealed in vacuum at 700-900°C, although such
Precipitates did not form in hulk samples.

The effects of chromium, then, is such that one would expect to see similar compositional micro-oscillations
even more easily in Fe-35.5Ni than in Fe-35.5Ni-7,5Cr. There has been one indirect measurement that sup-
ports this conclusion. Chamberod and coworkers ) irradiated with electrons a series of alloys with com-
positions between Fe-28Ni and Fe-50Ni at temperatures of 80, 250 and 400°C. The last temperature lies above
the critical ordering temperature for this composition range. As shown in Figure 10, the anomalous peak in
lattice parameter in the Invar range disappears at the lower two irradiation temperatures. In effect, the
Invar alloys densify just as did the Fe-35.5Ni-7,5Cr alloy of this study. One can see, however, that at
400°C the anomaly is also beginning to disappear, even though the irradiation was conducted above the criti-
cal ordering temperature. This supports our hypothesis that the precursor segregation process continues
well above the critical order-disorder temperature. 1t is not unreasonable to expect that, not only will
the rate of segregation he temperature-dependent, hut also that the period of the micro-oscillations will

be strongly sensitive to temperature.

In another study it was shown that simultaneously decreasing the nickel and increasing)the chromium level

will strongly réduce the incubation period of swelling in neutron-irradiated alloys.( The spinodal
decomposition of our alloy is creating relatively large zones of crystal with such lowered swelling resist-
ance, and it is reasonable to expect that voids will nucleate first in these regions. Once voids nucleate

and grow to reasonably large sizes they begin to segregate nickel at their surfaces and reject chromium
back into the matrix, as seen in Figures 8 and 11. Each void, once formed, then alters the surrounding
(matrix in a manner which makes the nucleation of the next void easier. This sets into motion a positive
feedback urocess oi enhanced void nucleation. While nickel-rich precipitates do not form in these alloys
the voids themselves become the reservoir for nickel removal. Note in Figure 11 that the matrix at a dis-
tance 100 to 150 mm from a void in a Fe-35.1Ni-21.7Cr alloy has been depleted to ~30% nickel. The swel-
ling Produced in this specimen at 538°C by 36 dpa neutron irradiation is 7.7% and the transient regime is
essentially over.
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54 Conclusion

The simple homogeneous austenite region shown on phase diagrams for Fe-Ni-Cr alloys near the Invar composi-
tional range appears not to be the true equilibrium state. Radiation seems to accelerate the evolution
toward true stability particularly ifthe irradiation occurs below the critical order-disorder temperature.
Even above the critical temperature a spinodal-like decomposition occurs during irradiation. This produces
comuositional micro-oscillations with periods on the order of hundreds of nanometers. This process leads
to the earlier nucleation of voids in the nickel-poor chromium-rich zones, shortening the duration of the
transient regime of swelling. It also leads to the elimination of the anomalous Invar properties. Another
consequence is a net densification of the alloy.
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7.0 Future Work

Additional examination of other neutron-irradiated ternary alloys will continue. The ion-irradiated speci-
mens described in Reference 1 will also be examined for evidence of spinodal-like behavior.

8.0 Publications

This report will be published in ASTM STP 870, Proceedings of 12th International Symposium on Effects of
Radiation on Materials, edited by F. A Garner and J. S. Perrin.
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EXPERIMENTAL INVESTIGATION GF THE EFFECT CF INJECTED INTERSTITIALS ON VOID FORMATION

B. Badger, Jr., DL. Plumton, S.J. Zinkle, RL Sindelar, GL Kulcinski, RA Dodd, and WG Wolfer
(University of Wisconsin)

1.0 Objective

The objective of this study is to assess the influence of injected ions on void nucleation in different
metallic systems. The effect of temperature on the suppression of void formation in the peak damage region
is examined. The experimental results are compared to a theoretical void nucleation model. The ultimate
goal of this investigation is to obtain a better correlation between neutron displacement damage and ion-
induced damage.

2.0 Summary

Pure nickel, a "pure" 316-type stainless steel (P7) and two high strength copper alloys have been irradiated
with either 14-MeV nickel or copper ions to a peak damage level of 50 dpa (K = 0.8) at homologous tempera-
tures ranging from 04 to 0.6 Tm The irradiated foils have been examined in cross section in an electron
microscope. The injected interstitial effect on the suppression of the measured void densities in Ni and P7
was found to increase with decreasing temperature. The comparison of these results with nucleation theory
shows good qualitative agreement. Quantitative discrepancies are attributed to diffusional spreading of
point defects and to the presence of impurity atoms in the matrix. A copper alloy irradiated at 300°C
showed a small heterogeneous void density characteristic of the high temperature end of the void swelling
regime, while no voids formed in the alloys irradiated # 400°C. This result is in excellent agreement with
nucleation theory which indicates the void swelling regime in ion-irradiated, low impurity copper should be
less than 300°C (0.42 Tm}.

3.0 Programs

Title: Radiation Damage Studies
Principal Investigators: G.L. Kulcinski and RA.  Oodd
Affiliation: University of Wisconsin-Madison

Title: Effect of Radiation and High Flux on the Performance of First Wall Components
Principal Investigator: WG  Wolfer
Affiliation: University of Wisconsin

4.0 Relevant DAFS Program Task/Subtask

DAFS Subtask 11.B.2.3
Subtask C. Correlation Methodology

50 Accomplishment and Status

5.1 Introduction

During the past decade many radiation effects studies have utilized heavy ions to produce displacement
damage in metals. Heavy ion irradiation offers the advantage of rapid accumulation of displacement damage
as compared to neutron irradiation. However, differences in the displacement cascade structure and dis-
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placement rates between ion and neutron irradiations, aleng with the absence of transmutation products in
ion irradiations, make it difficult to establish correlations between the damage resulting from the two
types of irradiations. An additional factor which has received somewhat less attention is that heavy ion
irradiation deposits the irradiating ion in the matrix in the form of an excess interstitial. This injected
ion effect was originally assumed to be minimal, but has subsequently been found to significantly reduce
void formation and growth under the appropriate conditions.

Where point defect recombination is dominant, the injected interstitials can reduce the void growth rate.

This effect was predicted by Brailsford and Mansur {1} and experimentally verified by Lee et a1.(2) The re-
auction is significant when the bias is small, i.e. when the current of vacancies is almost equal to tne
current of interstitials into the void. Obviously this is the case for voids of the critical size. There-
fore, it may be expected that the injected interstitials will affect void nucleation to a greater extent

than void growth. Plumton and No]fer‘(3) have recently shown that void nucleation can be suppressed by the
presence of the injected ions.

An injected ion comes to rest in the matrix as an interstitial without a vacancy partner. Therefore, there
exists an excess number of interstitials in the region where the ions are deposited. In a heavy ion irradi-
ation the peak in the damage profile overlaps the ion deposition profile, meaning that there is an excess of
interstitials in the damage peak. These excess interstitials may perturb the balance between the vacancy
and interstitial flux to the void nuclei, causing suppression of void nucleation. Since the excess inter-
stitials are a small fraction of the total interstitial concentration. they are only important when most of
the point defects produced by displacements are recombining. The effect of the injected ions on void nucle-

ation should therefore become increasingly important at lower temperatures. GarnerMJ recently reevaluated
previous work in light of this suppression effect and found that in various metals injected interstitials
may have a pronounced effect on experimental void swelling results.

For high energy ions, in contrast to low energy ions,(3’5) there exists a region midway along the range that
is not affected by either the front surface or by the injected ions. The development of the cross section
procedure for post-irradiation examination allows void swelling data for different displacement rates and

fluences to be obtained from one sample. (6-9) Transmission electron microscopy (TEM) observations over the
entire damage range allows a determination to be made of the effect of injected interstitials on void for-

mation. The cross section technique is now well-established for nicke1,(5) copper,(” and stainless

Stee] o (8;9)

Pure nickel, a "pure" 316-type stainless steel (P7), and 2 high strength copper alloys have been irradiated
with either 14-MeV nickel or copper ions. These samples have been electroplated with nickel or copper and
thinned to observe the damage region in cross section. The use of 3 different metallic systems allows an
assessment to be made of the general influence of injected ions on void nucleation. The irradiations were
conducted at homologous temperatures ranging from 0.4 Tm to 0.6 Tn in order to determine the effect of
temperature on the suppression of void formation in the peak damage region.

5.2 Experimental Procedure

The composition and impurity content of the "pure" 316-type stainless steel alloy P7, nominally Fe-17Cr-

16.7Ni-2.5Mo, {9210} and AMZIRC (Cu-G.15Zr) and AMAX-MZC (Cu-©.6Cr-0.15Zr-0.05Mg) copper alloys{l1! are given
elsewhere. The purity of the nickel used in this investigation was 0.99995. The pre-irradiation prepa-
ration of all three materials involved successive mechanical polishing operations down to an abrasive of 0.3
um alumina powder. In addition, the copper alloys and pure nickel samples were electropolished to remove
any cold work from the mechanical polish.

The materials were irradiated at the University of Wisconsin Heavy-lon irradiation Facility using 14-MeV

Ni3* jons for the P7 alloy and pure nickel samples and 14-MeV cudt
lists the irradiation parameters used in this study.

ions for the copper alloys. Table 3

Post-irradiation preparation for TBM analysis involved a cross-section technique described e sewhere for the
pure m‘cke],(ﬁ) the copper a]]oys(” and P7 a]]oy.(g) These procedures allow the entire damage region of
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the heavy ions to be analyzed for a single irradiated sample. TBM was performed using a JEOL TEMSCAN-POOCX
electron microscope.

53 Theoretical Parameters and Procedures

Comparisons between materials with varying amounts of irradiation-induced displacement damage are usually
done in terms of displacements per atom, DPA. This value is obtained by use of a modified Kinchen and Pease

mode1 (12) so that the number of displacements (Rp) is given by

. $ K Splx)

D ZpED

R

where ¢ is the fluence, P is the atomic density, Ep is the effective displacement energy and Sp{x) is the

energy available for displacements at a depth x (damage energy). The last parameter, K is the displacement
efficiency which Torrens and Robinson took to be 0.8, which has been used as a standard value over the years
for DPA calculations. Recent experimental and theoretical studies on the displacement efficiency have
revealed that it is strongly dependent on energy, with K decreasing for increasing recoil energy (see Ref.
13 for a review). These results indicate that for high energy (z 1 MeV) neutron or heavy ion ir-adiations

of fcc metals the efficiency is = 03, which reduces many previously cited damage values by a factor of 318.
The defect production efficiency used in this paper for the determination of DPA rate and excess intersti-
tial fraction (e;) is K = 03.

The Brice code““ has been used to calculate the damage rates and excess interstitial fractions for 14-MeV
CQu or Ni ions incident on copper, nickel or stainless steel. The excess interstitial fraction, Eis taken as

the ratio of deposited ions to the interstitials produced by damage that survive cascade recombination is

also affected by the efficiency. £ is taken as

. o= f{x) ¢
T B P Ry

where f{x} is the deposited ion distribution function at a depth x and Ef¢g is the fraction of defects that

escape in-cascade recombination. Therefore, while previous damage rates scale by 318, previous excess
interstitial fractions scale by 813. The effective displacement energies used for the Cu, Ni and P7
stainless steel damage calculations are 29, 40 and 32 eV respectively.

The steady State void nucleation theory for heavy ion irradiations presented by Plumton and wmfer‘(B) is

used here along with the modification of a vacancy surface sink term previously included(S) in the nucle-
ation computer code. The materials parameters, Table 1, used in the nucleation calculations are experi-
mentally determined values taken from the literature. An attempt has been made to qualitatively match the
theoretical output with the experimental results. The matching iS accomplished by slightly modifying some
of the input materials parameters listed in Table 1. The materials values that have been used to adjust the

theoretical nucleation profiles are the energies and entropies of vacancy migration and formation (ET, ES,
5'3, S\f.,), the surface energy of the metal (¥} and the void bias factors (Z?, Zs) for interstitial and vacancy

capture. The adjustment consists of matching the theoretical nucleation rate with the experimentally deter-
mined void density. The experimental void density is assumed to be the density that is reached after nucle-
ation has stopped so that the nucleation period must be less than the total irradiation time. A nucleation

rate of ~ 1018—1019 voids/m3/s was obtained from measured void densities of 1020—1022 \.rm'ds./m3 and total
irradiation times of = 103 s.

The vacancy diffusivity (Dv) and thermal equilibrium concentration (Ciq) were determined in accordance with
the formalism of Seeger and Mehrer(ls) for the self-diffusion coefficient {Dgp}:

s st gMygf

v VoY vy

Dgp = (B )(C2H) = afve * e kT (1)
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TABLE 1. MATERIALS PARAMETERS

Parameter Ni cu pP7 Reference
Lattice parameter, agq {nm} 0.352 0.361 0.356 38
Surface energy. Y, {J/m?) 0.8 0.8 0.8
Shear modulus, u (MPa) 9. 47x10% 4.1x10 6. 55x10% 39.40
Poisson's ratio, v 0.28 0.33 0.28 39.40
Vacancy formation energy?, E: 1.84 1.29 1.82 see text
Vacancy migration energy?, E‘: 1.04 0.77 1.29 (Ni} see text

1.38 {Cr}

1.39 (Fe}
Pre-exponential factor, (m?/s) Dy,. = a?v,evv

ax107® 1.3x1076 -

Mass of diffusing atom, M (amu) 58.1 63.5 56
vacancy formation entropyb, Sf 3.0 2.4 25 see text
Vacancy migration entropyb, Sv 23 1.2 31 (Ni) see text

43 {Cr)

48 (Fe)
Interstitial relaxation volume®, vi 1.8 1.55 18 41
vacancy relaxation velume®, vy -0.2 -0.1 -0.1 30
Interstitial polarizability', a[f‘ 72 34 52 42
Vacancy polarizability?, “S 39 18 28 42
Modulus variation, &u/u 2x107° 3x107% 4x1075
Lattice parameter variation, 4ay/a, 2x107° ax10™4 4x107°
Cascade survival fraction, n 0.15 0.15 0.15 43
Sink strength, $ (%) 5x1013 1014 1014
Bias factor ratio, 7I/ZV 14 14 14 see text
Thickness of segregation shell, h/r 0.1 0.1 0.1

2In units of eV
BIn units of the Boltzmann constant k
®In units of the atomic volume & = ag/ﬂf

where the jump frequency for FCC crystals v, is -;- /E'E/M ,a is the lattice parameter and M is the average

mass of the atoms making up the lattice. Experimental self-diffusion data only allows the sums ST + S: and
m

v

parametric study of varying the energies and entropies of vacancy migration and formation and determining

the impact on void nucleation is beyond the scope of this paper. However, several trends have been noticed

ET + EI to be determined. Therefore a decrease in Si or E implies an increase in ST or Ev . A complete

as these input parameters are modified. Raising E\': or lowering Ss increases the nucleation rate, most

*oticeably at high temperatures, while the effect of the injected interstitials on void nucleation suppres-
sion is decreased.

The vacancy energies and entropies for copper and nickel have been extensively examined in the literature.
For copper the self-diffusion data is well determined. Using an energy for self-diffusion of Qgp = 2.06

eV,(lﬁ} and a vacancy formation energy of ef = 1.29 ev(17) jeads to a vacancy migration energy of 0.17 eV.

The low temperature self-diffusivity data(lg’lg) and Qspy are then used in Eq. {1} to determine the entropy
for self-diffusion, ST + S‘f’ = 363 k. This entropy can then be broken into the migration and formation

components by using a vacancy concentration of €, = 190 ppm at 1075°C(20) and C‘:q in Eq. (1). This results
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in S?: =12 k and 55 = 2.4 k. For nickel, the self-diffusivity data are also fairly well known. The self-
diffusion energy has been found to be 2.88 eV(ZI) which cor*esponds well with independent measurements of
ES = 1.8(22) and ETJ,‘ = 1.04 eV.{23) However, values for the entropies are uncertain. Using the formalism of
Eg. {1) for the data of Maier et al.(zn yields ST + Sz = 527 k, but the division between the two entro-

pies is unknown.

Reliable self-diffusion data for stainless steel are scarce. Rothman et a].(24) have used tracer diffusion
techniques to examine the diffusivity of the major elements Fe, Ni and Cr in an alloy of approximately the
same composition as the P7 examined here. Appreciable differences were found by Rothman et al. in the dif-
fusivities of the alloy components for a given composition as well as variations with composition between
the same components in different alloying systems. Care must therefore be exercised in using diffusivity
data from one steel alloy System and applying it to another. Making use of Egq. (1) again and Rothman et
al.'s data give the results listed in Table 2 The division of these sums into their individual components
i s again unknown. For the nucleation calculations, the division is made by assuming constant values of

E\fl and S: for all components, but different values of ET and ST for each alloy component. The vacancy dif-

fusivity is then determined as an average
=T = X
D, =D, = ; c,0; {2)

where Cx is the fraction of x in the alloy and

X s™(x) -E™(x)

v = @Y, expl—=—) exp(—py

o {3)

i =l -E .“-I'i'l-__ m
with v ==/ Elm ; E = i CETO0

The surface energies used in this study are less then the values tabulated by Murrtzs) by a factor of 2-3.
This must be done because steady state void nucleation rates are too low when surface energy values for

clean surfaces are emp'loyed.(%) This implies that either some unknown impurity segregation occurs to the
void embryo surface which reduces its surface energy, or that there exists gas such as hydrogen or helium in
the metal that can pressurize the void embryo. Both affect the vacancy concentration in equilibrium with a

void(zn containing x vacancies, 1i.e.

2%(x-1) 0 0
o - req ri{x-1) “v Y {x) - y (x-1) - PQ
o) = ¢ 1y e exp| T ] (4)
v

by changing the surface energy v%(x) and the gas pressure P. Here, the surface energy ¥?{x) has been cor-
rected for temperature and curvature, Y => Y%({r{x),T), according to Si-Ahmed and No1fer.(28) The other
factors in Eq (4) are the void radius, r{x), and the void bias for vacancies, ZS(x). As the surface ener-

gy, ¥, is decreased, the void nucleation rate increases dramatically, in particular at high temperatures.
The reduction In the vacancy concentration in equilibrium with a void embryo as given by Eq. {4) leads to a
slower vacancy re-emmission rate. Similarily 1¥fthe embryo is pressurized, the nucleation rate also in-
creases.

The void bias factors Z? and 23 are obtained from a shell model presented previous]y.m’za-zg) The shell

model also implies that a segregation region exists around the void which has a different shear modulus and
lattice parameter than the matrix. This difference need only be on the order of 0.002-0.03% for void nucle-
ation to occur at the desired rate. The effect of increasing the difference in shear modulus or lattice
parameter is to increase the void bias for vacancies and decrease the bias for interstitials. The sink

averaged bias factor ratio, ZI/ZV, for void nucleation is taken to be 14 which is about halfway to the

large void steady state swelling value calculated by Sniegowski and WOlfer'.(ao)
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TABLE 2. SELF-DIFFUSION DATA IN A STEEL ALLOY

m f m f
Component Sv + SV EV + E\'r
17%N i 5.58 k 3.11 eV
17%Cr 6.85 k 3.2 eV
66% Fe 73 k 3.21 e¥

5.4 Results

The experimental results from the copper alloy, nickel, and P7 stainless steel irradiations can be grouped
into three broad categories based on the observed effect of excess interstitials on the void density. The
three categories are [a) voids observed, with the magnitude of the injected ion effect quantitatively
determined, {b) voids observed, but no observed suppression in void density, and {c) no voids observed.
Table 3 summarizes these results for the various conditions that were investigated. The lower homologous
irradiation temperatures generally give rise to a greater void density suppression, in agreement with
theory.

5.4.1 Copper Alloys

No void formation was observed in cold-worked plus aged copper alloys that were irradiated up to peak damage
levels of 15 dpa (K = 0.3) at homologous temperatures of 0.5-0.6 Tm (400-550°C}. Irradiation of an annealed
{(500°C, 2 hr) AMZIRC (Cu-Zr) alloy to the same fluence at 300°C resulted in a sparse distribution of large

{~ 250-500 nm diameter) voids. The void density was estimated to be on the order of 1047/m3.  The few voids
which were observed were preferentially found in the vicinity of large zirconium particles present in the
damage region of the alloy. Figure 1 shows two voids observed in cross-section in the irradiated AMZIRC
alloy.

The calculated void nucleation rate versus irradiation temperature for pure copper is shown in Fig. 2. The
void nucleation rate without excess interstitials (e; = 0) is compared to the nucleation rate with an excess

interstitial fraction corresponding to the peak damage region (si = 10'3). The displacement rate was taken

as 3 x 1973 dpa/s (K = 0.3}, which corresponds to the peak damage rate during the copper alloy irradiations.
It can be seen that the steady-state nucleation theory predicts an absence of homogeneous void nucleation in
copper for irradiation temperatures > 300°C, in agreement with tine experimental observations. The effect of

the injected interstitials on void nucleation is predicted to be negligible for temperatures 2> 150°C.

~

542 Nickel

The 14-MeY Ni ion irrddiations of nickel at 425°C and 450°C (0.40-0.42 Tm) both show a suppression in the
void number density in the peak damage region. Figure 3 shows the observed TEM depth-dependent void distri-
bution for a nickel sample irradiated to a peak damage level of 2 dpa (K = 0.3) at 450°C. The reduction in
void density in the injected ion region is clearly visible in this figure. The void number density versus
depth for both the 425°C and the 450°C nickel samples is shown in Fig. 4  The maximum suppression occurs at
a depth of 1.6 and 2.1 um for the 425 and 450°C irradiation temperatures, respectively. The extent of the
suppression region for the 425°C sample, 0.5-2.8 um, is larger than that for the 450°C sample (1.0-2.6 wum)}.
The void number density for the 425°C sample is less than the 450°C sample density in the suppression
region.

The calculated void nucleation rate as a function of depth for a 14-MeV Ni ion irradiation of nickel is
Shown in Fig. 5. The 450°C sample is seen to have a lower nucleation rate than the 425°C sample except in
the region of suppression. This result agrees with the experimentally observed void density (Fig. 4}. The
maximum suppression of void nucleation is predicted to occur at 22 um, The widths of the cal:ulated sup-
pression regions for the 425°C and 450°C cases are 1.6 to 25 um and 1.6 to 24 um, respectively.
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3 x 1020 jons/m?2, 300°C

INTERFACE DAMAGE PEAK

iILENAY Cu IONS

FIGURE 1. Cross-section TBM micrograph showing voids in annealed AMZIRC irradiated with 14-MeV Cu ions to a
peak damage level of 15 dpa {K = 0.3} at 300°C,

543 P7 Stainless Steel

The P7 stainless steel samples were irradiated at 400°, 500' and 650°C up to a peak damage level of 20 dpa
(K = 0.3). Small voids (diameter £ 2 nm)} were observed at the end of range in the 400°C sample. However,

inconclusive results were obtained for the depth-dependent void density due to the small void size. A sup-
pression effect on void number density was observed in the high fluence 500°C sample [20 dpa (K = 0.3) at
the peak damage region] whereas the low fluence 500°C sample {4 dpa peak damage) and the high fluence 650%*C
sample (20 dpa peak damage) showed no suppression effect. The low fluence 500°C sample had voids 1-2 m in
diameter which are difficult to detect due to their small size. This gives a large measurement error which
is believed to be the reason no suppression effect was observed. Figure 6 shows TEM micrographs spanning
the damage region in the 500°C high fluence P7 sample. A small decrease in the void number density in the
peak region is evident. The void number density versus depth for the high fluence %00°C and 650°C samples
are shown in Fig. 7. For the 650°C data the decreasing void number density in the peak damage region re-
sults fom the large voids (- 200 m diameter) in the bimodal distribution reducing the number of voids
through coalescence. The two size classes found in the 650°C sample are believed to be the result of an

oxygen effect as discussed e1sewhere, (9,10) Experimentally. the maximum suppression at §00°C is centered at
24 um, where the amount of suppression results in a void number density decrease by a factor of ~ 3. The
width of the suppressed region is. from 19 wm to 29 wm. There is no apparent suppression in the 650°C
sample.




TABLE 3. EXPERIMENTAL RESULTS

Peal
Material Temperature TH, (d Suppression Results
Cu Alloys 300°C 0.42 15 Inconclusive
400°C 0.50 15 No voids
500°C 0.57 15 No voids
550°C 0.61 15 No voids
Ni 425:C 0.40 2 Suppression
450°C 0.42 2 Suppression
P7 400°C 0.40 20 Inconclusive
500°C 0.45 4,20 Suppression
650°C 0.54 20 No suppression

*Displacement efficiency K = 0.3

Figure 8 is a plgct of the thegcretical nucleation rate versus depth for 14-MeV Ni ion-irradiated P7. The
400°C calculations show a significant suppression effect centered at a depth of 2.4 um and extending from
1.7 um to 3.1 wm. The 500°C calculation shows a smaller suppression centered at 2.5 um and extending from
1.8 wm to 2.8 um. At 650°C, there is only a small overall reduction of the nucleation rate with no charac-
teristic suppression dip. The calculated nucleation rate at 650°C is about seven orders of magnitude too
Ilcm to account for the experimental results.

55 Discussion

The theoretical calculations and experimental results of this study are in good qualitative agreement on the
magnitude of the suppression effect and 1ts sensitivity to irradiation temperature. A quantitative compari
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FIGURE 2. Theoretical void nucleation rate vs. temperature in Cu at a damage rate of 3 x 1073 dpa/s with
Ey =077 ev.
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INTERFACE INJECTED IONS

FIGURE 3. Depth-dependent void microstructure of nickel irradiated with 14-MeV Ni ions to a peak damage
level of 2 dpa {K = 0.3) at 450°C. Note the absence of voids in the implanted ion region.

son between experiment ana theory shows differences which must be attributed to additional effects notyet
incorporated in the theory, and to the complex interdependence of materials parameters in an irradiation en=
vironment. At "low" temperatures the discrepancies between theory and experiment concerning the amount and
position of the-suppression of void nucleation may be attributed mainly to diffusional spreading. At "high"
temperatures, where the excess interstitial effect is unimportant. the discrepancy between theoretical void
nucleation rate and experimental observations may be attributed to the effect of impurities in the metal.
Both of these effects are discussed below. Whether an irradiation is at a "high" or "low" temperature is
unique to the metal being investigated and depends on the vacancy mobility and the impurity content.

For the "low" temperature irradiated Ni specimens, the observed suppression was larger and closer to the
surface than the theoretical calculations would predict (Figs. 4 5). The 425 and 450°C nickel samples gave
a maximum suppression at depths of 16 and 2.1 wm with the suppression extending over a width of 23 and 1.6
um, respectively. The theoretical results in Ni give a maximum suppression at 22 wm with widths of 1.0 and
0.8 wm. The increased width of the suppression zone with lower temperatures is probably due to recombi-
nation mechanisms becoming more dominant, which in turn enhance the effect of injected ions on void
suppression. The differences in the maximum suppression position and in the width of the suppression region
are more difficult to explain. Ore possible explanation for this difference is diffusional spreading. This
i s more apparent when the P7 results are examined. The P7-500°C sample has a maximum experimental suppres-
sion at 2.4 um which extends over 1um in width and this agrees with the 25 and 1wm from the theoretical
results (Figs. 7, 8}. The P7 experimental results are much closer to the theoretical predictions than in

the case of nickel. From the materials parameters in Table 1 (e.g., E?, St') itis apparent that the vacancy
mobility in P7 will be lower than in the nickel. Diffusional spreading, which has recently been shown to be

important,(31’32) will then be larger in nickel than in P7 due to the differences in the vacancy mobility.
This results in a larger shift of the suppression maximum towards the front surface for Ni relative to P7.
Another indication of the diffusional spreading differences between the two metals is seen by examining the
end of range data. Comparing theoretical to experimental end of range for Ni and P7 gives 2.8 to 3.4 wm and
3.1 to 35 um, respectively. The end of range diffusional spreading is larger for nickel, 0.6 um, than for
P7, 0.4 um.

At "high" temperatures, when there is very little suppression, the lack of good correlation between theory
and experiment could be due to the presence of impurities in the metal that are not properly accounted for
in the nucleation model. The copper alloy, AMZIRC, at 300°C and the stainless steel P7 at 650°C are good
examples of this point. For AMZIRC. the nucleation code is based on "pure" copper while the irradiated
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FIGURE 4 Experimentally observed void density as FIGURE 5. Theoretical void nucleation rate ¥s. a
function of depth for nickel following 14-MeV Ni depth for 14-MeV Ni on Ni at 425°C and 450°C,
ion irradiation at 425°C and 450°C to peak damage Dashed line corresponds to no injected ions
levels of 2 dpa (K = 0.3). (e, = 0). Solid line uses e, fro Brice. (14)
specimen is a commercial copper alloy. |If the solutes and impurities in the alloy act as trapping sites for

vacancies, then the vacancy mobility is effectively decreased. (33) This decrease In the mobility can be
accounted for in the nucleation code by raising the vacancy migration energy. Figure 9 is a plot of the

void nucleation rate versus temperature in copper when ET = 0.87 eV, implying an energy of 0.1 eY¥ for trap-

ping.(34) Comparison of Figs. 2 and 9 shows that the decrease in vacancy mobility will shift the "high"
temperature nucleation rate by 30°C. The overall nucleation rate at 300°C has risen by.. 5 orders of magni-

tude to a value of 1011/m3-s. The disparity between the theoretical rate of ,1011/m3-s and the experimental

rate of = 1014/m3-s is not considered to be significant since it occurs at the upper temperature limit for
void nucleation. Also evident from Fig. 9 is that a reduction in vacancy mobility increases the suppression.
effect of the injected interstitials on void nucleation.

Many of the voids Observed in AMZIRC (Cu-Zr) were in the vicinity of large zirconium precipitates. The
extreme heterogeneity of the voids in the copper alloy indicates that special circumstances are required for
their formation. These circumstances are only approximated In the steady-state nucleation code because the
sink density and segregation effects are time and space averages. An additional increase of 005 €Y in the
trapping energy. a small decrease of the surface energy (which would occur If impurities segregated to the
void embryos), or a small decrease in the sink strength brings the calculated void nucleation into exact
agreement with the AMZIRC experimental results.

The appropriate surface energy of voids is an unknown parameter, yet it has a pronounced effect on the
nucleation rate. Oxygen in the P7 alloy could have migrated to a void embryo surface and reduced the

surface energy, thereby increasing the nucleation rate dramatica'lly.(g'm) Decreasing the surface energy or
increasing the gas pressure has a similar effect on the void nucleation. Figure 10 shows the theoretical

predictions of the void nucleation rate when the surface energy of P7 s reduced to 0.1 J/m?. This change
gives a nucleation rate at 650°C which is approximately equal to that observed. A surface energy of 0.1

Jlm2 is. however, unrealistically low. and some other effects such as vacancy trapping by impurities or gas
stabilization of void embryos must also play a role.
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FIGURE 6. Depth-dependent void microstructure of P7 irradiated with 14-Me¥ Ni ions to a peak damage level
of 20 dpa {K = 0.3) at 500°C.

At very high temperatures. the theoretical predictfans are in agreement with experimental results. The
copper alloys that were ion irradiated 2 400°C did not produce any voids. which is in agreemnt with the

theory (Figs. 2 and 9). One reason for this lack of void nucleation may be that the vacancy reemission rate
fam a void, which increases with temperature. is too high due to lack of gas stabilization of the voids.
When combined with the high vacancy mobility. which lowers the vacancy supersaturation, it makes void nucle-
ation very unlikely. These results then indicate that in the absence of impurities, the peak void swelling
temperature for ion irradiation of copper alloys i s probably below 300°C. In this context it is important
to note that both AMZIRC and AMAXMZC are manufactured under carefully controlled (oxygen-free) environments
using OFHC copper, which mans a-low content of gaseous impurities. Other experimental work on fen-irradi-

ated copper by Glowinski(35) and kno11(7) confirm that voids do not form in degassed copper. This contrasts
with the published neutron irradiation data which shew that voids form readily between 220 and 550°C (0, 35-

0.60 Tm).(35) Clearly, more research is required on the effect of gas on void nucleation in copper.
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FIGURE 7, Experimentally observed void density aS FIGURE 8 Theoretical void nucleation rate vs.
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The suppression effect of the injected interstitials on void nucleation need not be limited to low tempera-
tures. The presence of impurities and or gas in the metal shift the start of the point defect recombi-
nation regime to higher temperatures. The use of low energy (£ 5 Me¥) self-ions to irradiate the metal

would exacerbate such a temperature shift because the excess interstitial fraction, and hence the suppres-
sion effect, increases with decreasing ion energy.(3»5) For 14-Me¥ compared to 5-Me¥ Ni ions on nickel, the
excess interstitial fraction increases fom 3 x 1073 to 6 x 1073 where both of these values correspond to
the ion deposition peak and K = 0.3.(3)

The combination of impurities and/or gas with a low energy self-ion irradiation of a metal is illustrated by
the following cases. Johnston et a1.37) found an extensive mid-range suppression in the void density for

5-MeV N1 ion irradiated stainless steel at 625°C. Farrell et al.(32) observed a mid-range suppression in
the void density of nickel dual-irradiated with helium and 4MeV Ni ions at 600°C. These observed suppres-
sion effects occurred at temperatures much higher than expected from self-ion irradiation results presented

here and elsewhere.(6) The impurities (or solutes) in the steel and the implanted gas (and/or impurities)
in the nickel may have trapped the point defects in such a manner as to cause recombination to dominate the
point defect loss mechanisms. This would make the excess interstitials a larger fraction of the point de-
fects going to sinks (e.g. voids) and would result in reduced void nucleation. The above indicates that any
void swelling results obtained fam the peak damage region must be used with caution.

60 Conclusions

The following general conclusions may be drawn concerning void formation in ion-irradiated metals. These
conclusions are currently valid only when applied to nickel. copper and stainless steel but may be more
broadly applicable to all metals.
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i

1 Qualitative agreement between theory and experiment regarding void nucleation in the presence of in-
jected ions is very good. The injected ion effect becomes important as the irradiation temperature is
decreased. The actual temperature where the effect becomes significant depends on the metal being in-
vestigated and on the impurity and/or gas content of that metal.
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2. Quantitative agreement between theory and experiment regarding the effect of injected ions on void
nucleation is fair. It appears that the discrepancies are due to neglect of diffusional spreading and
impurity effects in the nucleation theory.

3.  The magnitude of void nucleation suppression can be very significant below certain temperatures. Void
swelling data from ion irradiations should not be taken from the peak damage region when experimental
conditions exist which make the injected ion effect important.

4. A is evident from ion irradiation studies on pure copper and copper alloys. the relative temperature

regime for swelling is determined by the vacancy mobility, not by the mlting point of the metal, i.e.
the void swelling regim is not necessarily 0.35=0.6 Tm.
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THE EFFECT OF VOID SURFACE MOTION ON THE VOID SINK STRENGTH FOR POINT DEFECTS

R. Bullough (Theoretical physics Division, AERE Harwell, UK), NM. Ghoniem (UCLA)

1.0 Objective

At very high damage rates, or generally under conditions of substantial radial cavity growth rates, the fast
motion of cavity boundary is envisioned to simultaneously influence the ability of the cavity for paint
defect absorption. In this report, we derive analytical formulas for the cavity sink strength including
such boundary motion.

2.0 Summary

By a generalization of an analysis due to Frank of the growing precipitate we derive an analytic sink
strength for the growing void that takes account of the void surface motion in a self-consistent fashion.
The lower mobility of the vacancies compared to the interstitials ensures that a growing Void captures more
vacancies than the usual quasi- static void. The various consequences of this void bias for vacancies are
discussed in relation to the swelling of reactor materials.

3.0

Title: Radiation Effects on Structural Materials (This work has been performed at the Theoretical Physics
Division of Harwell during Professor Ghoniem's sabbatical leave.)

Principal Investigator: NM. Ghoniem

Affiliation: University of California, at Los Angeles

4.0 Relevant DAFS Program Plan Task/Subtask

Correlation Methodology/Microstructure

5.0 Accomplishments and Status

5.1 Introduction

Void growth in irradiated materials leads to a net volume increase, or swelling, of such meerrats and has
been the subject of much experimental and theoretical investigation since Cawthorne and Fulton first
observed the phenomenon in stainless steel fast reactor fuel cladding. Such voids are usually considered to
be relatively neutral sinks for mobile point-defects and their growth, in such materials, occurs because
interstitials are lost preferentially at the dislocations so that, in a steady-state irradiation
environment. there must be a consequent excess vacancy flux into relatively neutral sinks such as voids.
The dependence of the kinetics of void swelling on the physical and irradiation parameters and on the
overall microstructural state, of %aterj)als has been extensively studied using the rate theory model of the
total evolving microstructure (2:3:4,5,6) A description of the microstructure is thus provided by replacing
the crystalline material, with its spatially varying local point-defect concentrations in the neighborhood
of each sink. by an effective medium in which the point-defect concentrations are homogeneous :nd the actual
sinks are replaced by effective sinks. The effective medium is thus a lossy continuum in whica the variouse
sink types, that together define the total microstructure. each have an associated sink strength. The sink
strengths for many of the important sink types have ncw been obtained using the consistent embedding
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procedure, the fundamental basis of which has been reviewed by Brailsford and Bullough(7)- In most of these
sink strength calculations a quasi- static approximation s adopted in which the motion or transient
morphological changes of the sink caused by the net flux of %%int—defects absorbed by it are assumed to have
negligible effect upon the flux itself. Rauh and Bullough( have recently studied the effect of dropping
this restriction for the edge dislocation sink; they have shown that the climb motion of the dislocations
can have a significant effect upon their strength at high damage rates. In particular the climb motion
increases the vacancy flux into a dislocation and thereby reduces its effective preference (or bias) for the
interstitials which, in turn, reduces the actual climb rate.

The purpose of the present paper IS tc present an analogous, albeit simpler, analysis for the growing void

in which the actual motion of the void surface is included in a self-consistent fashion. In section 2 we
present the calculation of the self-consistent growing void sink strength using an embedding model valid for
low sink densities. In addition. some limiting analytic features of the solution are discussed and related

to the usual quasi-static results for void swelling in the presence of a second sink. A range of numerical
evaluations of the general solution are described in section 3 using physical parameters appropriate for
stainless steel. Finally in section 4, we discuss the practical relevance of the present growing void sink
strength, together with its physical limitations and suggest how its significance could be investigated in
the future.

5.2 The Sink Strength for the Growing Void

If the effective medium(”, which represents the real material, has total sink strength kz, where henceforth
the subscript « can be i (for interstitial) or v (for vacancy) to distinguish the two point-defects, we have

2 2 2
= + ,
ka kuD kaC (1

where kzb is the dislocation sink strength and kgc is the wvoid (cavity) sink strength we seek; for
simplicity the only sink types deemed to be present in the microstructure will be dislocations and voids.
In the usual notation we write

2

kuD = ZapD

(2)

Where Z (2, > Zv) are the dislocation bias parameters defining the dislocation preference for interstitials
compareg to vacancies and pp is the edge dislocation density. For such a homogeneous medium the steady
state point-defect concentration is

¢ = K/Dakg (3>

where K is the point-defect production (damage) rate, assumed to be equal for vacancies and
interstitials, D{I is the diffusion coefficient of the point-defect a and thermal emission of point-defects
from the sinks together with loss of point—defect8 due to bulk recombination are neglected.

To obtain the exact consistent sink strength of the growing voids for interstitials and vacancies we must
attempt to follow the embedding prescription(7 and identify at time t one of the voids embedded in the
effective medium of (unknown) radius rg{t). The point defect concentration around such a void satisfies the
conservation equation:

D dc &c
a 6 2 " a 2 _ "Ta
;—Z or (x 6T ) + K Dakaca T Bt (4
where the center of the void is located at the origin. r=o0 of a spherical coordinate system. In the

effective medium. away from the vicinity of the identified void the spatial and explicit transient variation

of ¢  must vanish and, from (3)

- 2
e,=e, = K/Du.ku as r » o, (5)

For simplicity we may treat the void as an ideal sink for either point-defect and thus
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¢, =0 atr = rc(t) . (6)

We can specify a small value (or zero) for the radius of the void at t=0:

rc(t) = rg at t=o0 (72

Finally the consistent velocity of the void surface is given by the net vacancy flux into the void:

. ﬁcv ﬁgi

Fel®? = Pygr = Dy —grdrar (1) ®)
By equating the point defect loss rate tc the identified void

2 6ch

l!TTrC(E)DG ""_Gr ]rc(t) (9)
to the corresponding loss rate in the effective medium

k2 D co/C (10)

aC "¢aa" C*

where Cn is ﬂfﬁ yglume concentration of voids, we obtain the implicit equation for the required growing void
sink strength®™»

bwrz(t)c &c
K - C C [ o
aC o '3 4
c
o

] (11)

rc(t) )

It is clear that to solve (4} when the boundary condition (6) 1is specified on a surface r = rp(t) whose
value has to be consistently deduced by integrating {(8) is a mathematically formidable problem; this is
particularly true also when the ko component of ka in (4) is the quantity we seek from (11). To obtain a
solution of these equations we can simplify the conservation equation (4) by removing the explicit source

and sink terms (K—Dakgcm) with the knowledge tha} Shis approximation will yield a sink strength result that
is correct to lowest order in the sink density 7}, When the void growth 1S neglected, as in the usual
quasi-static approximation, equation (4) becomes

de
1 El._,(r2 —=y =0
5 ar i (12)

which, from (5), (6) and (11) yields the first—order neutral sink strength:

2 .2
kuC = kC o 4anCC (13}

The adoption of this approximation thus ensures that our final result will yield the correction to the
lowest order void sink strength due to its growth and its use must therefore be restricted with this in
mind. As discussed by Brailsford and Bullough the approximation 1is only valid when the sink-sink
interactive correction terms are negligible; that is when

K, %o KL 1. (14)

Replacing equation (4) by the dilute sink density form:

P.ﬂ. o (r2 .‘fca..) - —

r2 &r 6r 6t (i5)
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and considering the growth of the voids from zero radius (¢2 = 0 in (7)) we can then proceed to obtain a

consistent solution of (15) that satisfies (5)( 56), (7Y and PB)- To do so we follow a previous analysis of
the growing spherical precipitate due to Frank 9) and assume a trial function for ra(t) of the explicit form

rC(t) = A/T. (16)
We now seek a constant value for A such that the solution of (15) satisfies the boundary condition {5}, (6)
and (7) together with the growth velocity condition (8). If A is constant then (16) automatically satisfies
the initial condition (7), with r? set to zero. The required solution of (15) for the point-defect

concentration ¢_ around the growing void may be obtained by replacing the variables (r,t) by the single
variable s. such that

s = /T . (17)

With this transformation equation {15) is replaced by the ordinary differential equation

2 de
dc ) o

o g £ _
Tt et E t 0 (8

The solution of this equation and hence of the original equation {15), that satisfies both (5) and (6) is,
in terms of the r and t variables

F(r//t_,Da)
C&=CG {1—_F(.—A—;5_)_ . (19)
o
where
ex (—x2/4 ) i —
P(x,y) = S22 - o /ATy erfe(x/2/y) (20)

The value of A must now be both constant and consistant with the growth velocity equation (8); substitution
of (19) into (8) yields the required relation for A

&= T /D, $(AND)) - P/BL $(AID ) (21)
where
exp(-y2/4) 2 fx
§{y) = .._._.E._.;l,.__..../ {exp(-y“/4) - 12—“ erfe(y/2) } . (22)

The existence of the relation (21) for A confirms the validity of the trial solution (16) and that (19) is
the required solution for the point-defect concentration around the growing void.

The required growing void sink strengths now follow from (11} and (19) and may be written in the form

2 2
I (23)
where
£, = (A//D )e(a//D ) (24)
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are the growth correction factors on the first order neutral void sink strength k%, given by (13). The
ro

explicit relation for A now follows by substituting the cj concentrations given, m (1), (2), (5) and

® 2
€a K/Du(zupn + kcga) . 29

into the relation (21) to yield

AlZ oy + ké(A//E;) 1z oy + ké(A//5;)¢(AIJEI) ]
~ Ko [(2, //D_)$(A//D} = (Z /D $(A/D) | . (26)

Before presenting results obtained by solving equation (26) numerically it IS instructive to replace {26} by

an approximate form valid when the argument of the function &, defined by {22), is small. It is then easily
shown that
2
$) = Y0 - Ay + 4= 1 when v < 2//7 (27)

which, when substituted into (26) yields the quadratic equation for A

(2 P+ )2 oy + K22 - Rop/u(z 1B, - 2, /D))
v

- 21<;>D(zi - zv) =0 . (28)

Since Dy >> D,, the required positive real root of (28) is accurately given by:

22 .2

K DD'H'Z 4 1/2
KpD /% Z+ -—‘:—-— + BkoKpD(Zi - ZV)
A= A T (29)
2k
o

where Z; and Z, have teen replaced by Z when the small difference between them is unimportant and

2 2
k® = Zoy + k¢ (30)

Two extremes can be identified from (29):

1y If the vacancies are very mobile (Dv large) then the growth of the voids will have a negligible effect
on their sink strength and (24) yields

A = = [2Kp (Z, - Z );rk“]l/2 (31)
Ay Ppts T R R T
where the subscript b indicates ‘bias’ dominated value.

i1) Conversely when the vacancies are not very mobile (D, small) the void growth will lead to extra vacancy
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capture and the value of A will increase towards

4
A=A =Ko z2/k, (32)

LS
g D

v

where the subscript g indicates ‘'growth' dominated value.

When the volume concentration of voids is C; the expected void swelling rate must he

d 2.

d_ Avy _
gt &) =4 T S (33)
and thus, from (16)
1
4 hvy L o3¢ (34)

It is easily seen that (34), with A given by (31) is indeed the usual quasi-static swelling rate(4) when the
effects of void growth are neglected together with the thermal emission and bulk recombination of the point-

defects. In the other extreme, when void growth effects dominate over the bias growth (34) and (32) also
lead to a ""on-zero swelling rate. We thus conclude that once void growth begins it will continue in the
presence of a second sink even if that second sink is completely neutral! This conclusion and its possible
physical relevance will he further discussed in the final section.

5.3 Numerical Results

To explore the consequences of the present sink strengths for the growing voids we have solved the exact
equation {26) for A by an accyyazee numerical iteration procedure using the physical parameters, reasonably
appropriate to stainless steel‘flo , given in table 1. In all the calculations we have assumed a small void
radius of 1 n.m. and a fixed void concentration of 102! m™ and varied the dislocation density, tempgrature
and damage rate. Figure 1 shows the variation of 42 with dislocation density at a damage rate of 107

dpals for the temperatures 300°C and 500°C. It is clear from (16) that the quantity A is a measure of the
mobility of the surface of a growing void and because its value is much less than that of the vataney
diffusion coefficient in this temperature range (D, = 2.9 x 107} n? §71 at 300°C and D, = 45 x 10714 m
] at 500°C) the motion of the void surface can have only a small effect at this low damage rate. This
almost quasi-static behavior results in the near temperature independence of the curves and the position %f
the maximum in A% at abouE p)D bl m'z, when the sink strengths of the voids (4 = roCp = 1.2 x 1047 n™)
and dislocations are equal 4y, Figure 2 shows the same results far the higher damage rate of 1073 dpals; it
is immediately noticeable that the magnitude of 42 is now much larger and that as it approaches the value of
b, the curves both change shape and exhibit a marked temperatyre dependence. To further clarify thi
behavior figures 3 and 4 show the wvarations of the ratio Iy, for the low (1076 dpa/s) and high (10~
dpa/s) damage rates respectively. This ratio is a measure of the 'self enhancement' of the void surface
mobility and we see the enhancement is considerable at the higher damage rate in figure 4 with a strong
temperature dependence especially at low dislocation densities.

The consequent variations of the growth correction factors £, for the growing void sink strengths, as given
by (23) and {(24), are dipicted in figures 5, 6 and 7 by presenting the percentage increase of the void sink
strength due to growth, (g, - 1) = 100, again for the two temperatures 300°C and 500°C. W see, from figure
5, that for typical reactor conditions (K = 1076 dpafs) the increases for the vacancies are always small.
typically small fractions of a percent. On the other hand, from figure 6. it is clear that for accelerator
conditions (K = 1073 dpa/s) increases of a few percent or greater can cceur. For comparison with these sink
strength increases for vacancies we show the corresponding sink strength increase, (£; - 1) = 100, for the
intersticials in figure 7 for the high damage rate {107 dpals); even for this high damage rate the
interstitial mobility is sufficiently high to ensure that the increase is always quite negligible compared
with that for the vacancies. We conclude that void surface motion does not significantly affect the
interstitial flux into the voids.

Finally, in figures 8 and 9 we present the variation of the percentage fraction of the total swelling

rate g—t(%x), given by (34), due to the void surface motion, (I - (Ab/A)3) x 100, for the respective low and
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high damage rates used previously. Again results for the two temperatures 300°C and 500°C are given. At
the lower, reactor, damage rate in figure 8 the swelling enhancement due to the void surface motion is
restricted to a few percent whereas at the higher, accelerator, damage rate in figure % very large swelling
enhancements obtain, particularly at the lower temperature. The practical relevance and validity of these
swelling results will be discussed in the next section; it will suffice here to emphasize that these
swelling curves are presented only for their interest as accurate evaluations of the simple theoretical
expressions. such as (26), in the present paper and are not intended to have validity to any physical system
over the complete range of ’p and T used here.

5.4 Discussion

In this paper we have used an embedding procedure to obtain a simple expression for the sink strength of a
growing void. The essential feature of the study is probably the realization that such a self-consistent
solution for the growing spherical sink exists when its growth is determined by the fluxes of mcre thgn one
point-defect type. In this sense it represents a generalization of the original analysis due to Frank ) of
the growing spherical precipitate when only one point-defect type was involved in the precipitation
process. Of course, the present calculation could be further generalized to invleve growth arising from the
collective segregation of more than two point-defect types. It is, however, important to identify the
inadequacies of the present analysis in relation to void processes in real irradiated materials. We have
stated in the text that the embedding model used 1is only valid when sink-sink interactive effects are
negligible, that is when the inequality (14) is satisfied, and thus any results we obtain can only by valid
as corrections to the ‘'dilute’ quasi-static void sink strength (13). It is to satisfy (14} that we
deliberately present results for small voids of radius 1 n.m.; for this radius the condition (14) is
satisfied for the complete range of pj employed. For larger voids the upper limit of o would have to be
lowered to comply with (14). However this tendency for the model to be inaccurate at high pp is somewhat
alleviated by the fact that the growth effects we are examining are in any case minimal when pp is large.

In addition to the restriction (14) on the valididty of the results it is important to emphasize that point-
defect loss due to bulk recombination has been neglected both in the derivation of the growing void dink
strength in section 2 and in the subsequent evaluation of the swelling increase due to the void growth in
figures 8 and 9. The error in the sink strength calculation is difficult to estimate but it arises because
its value depends on the actual met flux of vacancies arriving at the void through equation (8); thus, in
contrast to the usual quasi- static embedding calculations of sink strengths, the simultaneous presence of
both point-defect types 1is implicitly understood and recombination loss should be included. The only
mitigation we can claim stems from the fact that when such nonp~linear recombination loss has been included
in quasi-static sink strength calculations its effect is small 10), In addition the present sink strengths
are probably satisfactory if their use is restricted to swelling situations when the point-defect loss
cocures Ffﬁlomi“antla at the sinks rather than by bulk recombination. Thus using a recombination parameter
given by a = 107 Dys”" we can estimate the value of pp, for each temperature and damage rate in figures
8 and 9, above which the curves are valid. Since no recombination has been included in the evaluations of
these curves they can only he valid when 2K > ac"i"c: where c°i° and c:,° are given in terms of A and the other
parameters by (25). This comparison of total point-defect lass to the sinks with potential recoirlbin_aztion
loss yields t?e following conclusions: For the damage rate_ of 1076 dpals, pp must exlrgaed 5 x 10 m at
300°C and 10'% m~Z at 500°C; at the higher damage rate of 107~ dpa/s, pp Must exceed 10 m~Z at 300°C and 5
1ol 07?2 at s00°c. It follows that the results in figures 8 and 9 have limited validity and the
percentage increase of swelling due to the motion of the void surface is probably always less than 5%.

Although we have presented results showing the temperature sensitivity of the void growth on the swelling
our basic rate theory model for the swelling used here is extremely primitive. Thus not only have we
neglected bulk recombination but we have also omitted any temperature variations of the sink densities
themselves. The curves in figures 8 and 9 are thus not, in an sense, intended to represent predictions for
stainless steel but are presented merely to provide insight into the kind of modificaticns the motion of the
growing void surface could have an the total swelling of irradiated materials. It 1Is interesting to
speculate on the effect of including both the wvoid sugface motion as discussed here and the climb motion of
the dislocations as discussed by Rauh and Bulloug‘n(8 in the same swelling analysis. The motion of void
surface increases the growth rate of the void because the void surface captures mote relatively sluggish
vacancies, on the other hand the climb motion of the dislocation reduces the net interstitial flux to the
dislocations and hence retards the void growth rate. Presumably if the two effects are simultaneously
present the overall effect of such motions could be minimal and strong support for the accuracy of the
quasi- static approach might be forthcoming.

Finally we have noted that the void surface motion provides a net vacancy bias for the growing void and thus
we see that, even if the second sink is neutral. once void growth has commenced it should be self-driven by
its own vacancy bias arising solely from the differences in point-defect mobility. Such an effect could
well give significant assistanct to the growth of the vacancy clusters during the initial nucleation and
growth stage.
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Table 1

Physical and irradiation parameters for 316 stainless steel
used to obtain the results in figures 1-9

Interstitial diffusion coefficient, Di = Dgexp(—-E';/kBT)

107 m? g1

o
i
E;‘ = 02 eV

. . L _ Lo _plD
Vacancy diffusion coefficient, Dv = Dv exp( Ev/kBT)

p° =6 x 107° o2 g1

)
1}

1.4 eV

Average cavity radius rp = 1 n.m.
Cavity number density C; = 1021 573
Range of dislocation densities o = 1013 - 1ol6 52
Range of temperatures T = 300 = 500°C

Range of damage rates K = 1073 - 1076 dpa/s

Dislocation bias parameters Z; = 1.10, Z, = 1.0
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Fieure 1 The variation of A2, given by solving (26)
T === with dislocation density ¢ for the two et l—— L I
temperatures specified. The damage rate 10" 10" 1d" 10"
K= 107% dpa/s and the physical parameters pp (M)
in table 1 have been used for all the )
figures. Figure 2 As for figure 1 but fer a damage rate

K = 10? dpa/s; the value of the vacancy
diffusion coefficient b, at 300°C is
indicated.

1.15 - T

pn(m")

Figure 3 The variation of the ratio (A/Ab)z, where A is given by (3!}, with dislocation density iy
for the two temperatures specified. The damage rate K = 107% dpa/s.
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Figure 4 As for figure 3 but for a damage rate K = 1073 dpals.
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Figure 3 The variation with ep of the percentage

increase of the void sink strength for
vacancies, (Eg - 1) x 100, due to the
motion of the void surface for the two
temperatures specified. The damage rate

K = 107¢ dpa/s.
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014 T T Figure 7 The variation with o, of
" "the percentage increase of the
void sink strength for intersti-
tials, (£4-1)x100, due to the mo-
tion of the void surface for the
two temperatures specified. The
damage rate K = 10-3 dpals.
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PREPARATION OF ION-IRRADIATED FOILS FOR CROSS-SECTION ANALYSIS

S.J. Zinkle and RL Sindelar (University of Wisconsin-Madison)

10 Objectives

The objective of this report is to outline the experimental procedures used at the University of Wisconsin
for obtaining foils suitable for cross-sectional analysis.

2.0 Summary

A simple, routine method has been developed which allows ion-irradiated foils to be examined in cross-
section. The method has been successfully demonstrated on three alloy systems: stainless steel, a low-
chromium steel, and some high-strength copper alloys. The technique is generally applicable to practically
all metals.

3.0 Program

Title: Radiation Effects to Reactor Materials
Principal Investigators: GL Kulcinski and RA.  Dodd
Affiliation: University of Wisconsin-Madison

40 Relevant OAFS Program Task/Subtask
Subtask [I.C.I.I: Phase Stability Mechanics
Subtask 11.C.6.1: Effect of Damage Rate on Microstructural Evolution

5.0 Accomplishments and Status

5.1 Introduction

Ion irradiation experiments have been shown to be very useful as a radiation damage tool in scoping

studies. (1) The high displacement damage rates associated with heavy ion irradiations allows high damage
levels to be achieved in a very short time. lon irradiation therefore enables one to quickly probe many
interesting experimental conditions. The results from these ion irradiation studies may then be used as a
basis for determining the appropriate experimental conditions for later neutron irradiations. Two major
uses of ion irradiation studies are readily evident: First, for scoping studies on new alloy systems to
determine what sort of radiation damage effects occur for a given set of experimental conditions. |If the
alloy looks promising, then a full-scale neutron irradiation program may follow. Otherwise, only limited
neutron studies may be necessary merely to confirm the trends established by the ion irradiation. A second
use of ion irradiation studies is for detailed investigation of the effect of changing various experimental
parameters (temperature, alloy composition, etc,), These studies allow a single variable to be isolated,
which is important for theoretical modeling of radiation damage.

Most ion irradiation studies to date have used conventional "back-thinning" methods for examining the ir-

radiated region. A potentially more powerful technique is the cross-section method.(z) The cross-section
procedure allows the entire ion damage region to be viewed at once. This is an important advantage since
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the damage rate (and therefore the final damage level) vary with depth for ion irradiation. Separate
control samples are eliminated when using the cross-section technique -- one merely cuts a cross-sectioned
specimen from the non-irradiated portion of the sample. This results in the very desirable effect that the
control specimens are from the same sample as the irradiated specimens.

A final potential advantage of the cross-section technique which has only recently been achieved in practice
is multiplicity of irradiated specimens. Proper use of the cross-section method allows up to eight identi-
cal irradiated specimens to be obtained from a single sample. Therefore, favorable counting statistics may
be obtained from the cross-section technique as compared to the back-thinning method.

Spurling and Rhodes(3) were the first researchers to apply the cross-section method to an ion-irradiated ma-
terial. They successfully thinned proton-irradiated 316 stainless steel in cross-section by utilizing a

nickel plating procedure. Unfortunately, their technique required a high-temperature (500°C) heat treatment
in order to ensure an adequate bond at the foil-plate interface. A subsequent modification of their plating

procedure by Whitley et al. (4} circumvented the high-temperature diffusion bond step, and therefore allowed
lower irradiation temperatures 1O be investigated in cross-section. Whitley's method was only applied to
ion-irradiated nickel which was electroplated with nickel. The cross-section procedure was extended to

copper and copper alloys by Narayan et a1.(5) and Knoll et al.!8) Recently, Shiraishi et al.t7) ang

Sindelar et a1.8) have demonstrated a cross-section technique for ion-irradiated 316 stainless Steel which
uses a low-temperature Ni plating.

The purpose of this report is to outline the procedure presently used at the University of Wisconsin for
obtaining cross-section specimens. Details of the experimental procedures followed for the cross-section

technique have previously been available only in the form of unpublished documents. (9:10)  We have recently

expanded upon the techniques originally developed by Nhit]ey(g) and Kno‘ll,(lo) and have developed a pro-
cedure which may be routinely applied to several alloy systems.

52 Experimental Procedures

5.2.1 The Cross-Section Technique

The basic steps followed 1O obtain a cross-sectioned TEM specimen from an ion-irradiated foil are outlined
in Fig. 1 The critical points in the procedure are steps 2 and 4 where the irradiated foil is electro-
plated and thinned, respectively. Care during the electroplating step i s required in order to provide a
uniform, thick deposit layer with good adhesion to the foil surface. Different plating procedures are fol-
lowed depending on the particular metal that is being investiaged. The cross-section technique described
below has been successfully applied to pure nickel, pure copper and copper-based alloys, several austenitic
stainless steel alloys, and some low chrome iron-based alloys. The plating conditions for each alloy class
is given in Table 1

Special pre-plating procedures are required in order t ensure a good plating bond. All foils are thorough-
ly degreased using acetone after removal from the irradiation facility. The irradiated nickel foils are

given an activation treatment in a solution of Wood's nicke]“l) (60 ¢ NiCl5, 31 ml HC1, 250 ml H20) by

making the sample anodic for 3 seconds at a current density of 200 mA/cm?,  The purpose of this Step is to
remove the metal oxide layer, which is necessary in order to obtain a good bond. Less than 0.1 um of ma-
terial is estimated 1 be removed from the irradiated surface as determined by inteference microscopy.
After activation, the current is reversed in this same solution and a thin nickel strike applied for 3
minutes. In a similar procedure, the oxide layer on the austenitic stainless steels is removed in a so-

lution of 60 g NiCl,, 40 ml HC1, 250 ml Hy0 at a current density of 250 m/cm? for 2 seconds. The polarity
on the sample is then reversed and the sample is plated in this solution for 5 minutes. The sample s then

transferred into the plate bath where it is made anodic for 10 seconds with a current density of 200 mA/cn?.
The polarity is then reversed and the foil is plated until a 2 mm layer has been deposited.

The pre-plating treatment for pure copper and copper alloys involves electropolishing for 2_ seconds in a so=
lution of 33%HNO3/67% CHaOH cooled tO -40°C at an applied potential of 5 Y. This process is intended to
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TABLE 1  ELECTROPLATING CONDITIONS FOR VARIOUS METALS

Metal Electroplating Solutions Experimental Conditions
Nickel 150 g NiS0, 200 mh/cm?
150 g NiCl, 50°C
50 g boric acid
1000 ml H,0
Stainless Steel 150 g NiSOy 200 mA/cm’
150 g NiCly 70°C
70 g boric acid
1000 ml H,0
Copper/Cu Alloys 180 g Cus0, 150 mA/cm2
30 ml H,aS04 20°C
950 ml Hy0
Iron Alloys 250 g Felly 100 mA/cm?
100 g NaCl 100°C
750 ml H0

remove the oxide layer and any carbon contaminants which may be present on the foil surface. The irradiated
foil is then transferred to the plating solution {180 g Cu504, 30 ml H2504, 950 ml HZD), where it is made

anodic for 1to 2 seconds using a current density of 100 mA/cmZ. Interferometer measurements indicate that
the total depth removed during the above electropolish and strike treatment is less than 0.1 wm. Following
the strike treatment, the polarity of the plating cell is reversed and the foil is electroplated at a

current density of 103-150 mA/cm?.

The low chrome iron-based alloys are susceptable to corrosion during the oxide layer removal step, in which
the sample is made anodic in an electrochemical cell. Therefore a pickling solution which has an inhibitor
added to it is used to remove any metal oxide layer while minimizing corrosion of the base metal. Samples
of 2-114 Cr-1 Mo steel have been successfully electroplated after pickling in 50 ml HC1 in H,0 to which 1g

of thiourea was added. The specimens are dipped in this pickling bath for 2 minutes followed by a thorough
water rinse. At this point the foil is directly transferred to the plating bath where the sample is plated

at a current density of 100 ma/cm?.

A common plating apparatus which consists of a current-controlled power supply, a heater base, a gas bubbler
device, and a foil holder is used to achieve smooth electro-deposited stratums on the 05 cm x 1¢m irradi-
ated foils. Figure 2 is a photograph of the equipment used for electroplating. The key features to note in
the figure are the sacrificial anodes and the piexiglas sample holder. The anodes are bagged during the
plating process to prevent sludge from electrodepositing on the foil. The sample holder has been designed
so as to optimize the plating rate of the irradiated foils. A detailed schematic of the sample holder is
shown in Fig. 3. The small 112 an x 112 an "window" in the holder serves to minimize foil edge effects on
the plate layer, thereby allowing uniform deposition to occur. A common aquarium air stone is used to cre-
ate a fine stream of nitrogen gas bubbles. The gas bubbles are directed through the channel in the sample
holder and allowed to flow over the foil surface. The purpose of the fine gas stream is twofold: First, it
ensures that hydrogen bubbles formed from electrolysis on the foil surface are swept away. Failure to re-
move these Hy bubbles while electroplating would result in a porous plating. A second. related advantage of

creating a turbulent layer near the foil surface is that the critical electroplating current density is in-
versely proportional to the film thickness. Therefore, higher current densities (and hence shorter plating
periods) can be achieved when the plating solution is well agitated. However, too high of an agitation rate
will also cause a porous plating.
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FIGURE 1 Procedure for preparing ion-irradiated foils in cross-section.

After a layer approximately 2 mm thick iS deposited on each foil surface, the resultant sample is removed
from the plate bath and mounted in epoxy. Figure 4 shows a plated copper foil as it appears prior to being
mounted in epoxy. The 3 mm diameter disk defines the irradiated beam spot, and serves as an aid for deter-
mining whether a particular slice is from the irradiated or control region of the foil.

A diamond saw iS used to slice specimens from the plated sample. With the use of a 150 um-thick blade, it
is possible to obtain as many as eight irradiated cross-section specimens from a single sample. A virtually
unlimited number of control cross-section specimens may be obtained from the same sample. As described
later, these multiple specimens allow several different experimental analyses to be performed (e.g., extrac-
tion replicas, TEM. et¢.). Figure 5 shows the control and irradiated cross-section specimens for a stain-
less steel sample as they appear immediately after being sliced on a diamond saw.
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FIGURE 2. Apparatus used for electroplating ion- FIGURE 3. Schematic of sample holder and gas bubbler
irradiated foils. used for electroplating @on-irradiated foils.

5.2.2 Preparation of TEM Foils from Cross-Sectioned Specimens

Electropolishing techniques are generally used to prepare specimens for TBM analysis. Table 2 lists the
solutions used for the jet-thinning of cross-sectioned samples for TEM specimens. Since the range of the
incident ion is rather limited {~ 3 um for 14-MeV Ni ions incident on nickel), it is essential to have the
irradiated boundary region of the specimen transparent to electrons. Ore of the previous problems associ-
ated with the cross-section technique was the difficulty in obtaining adequate electron-transparent regions
of the TBM foil at the irradiated boundary. Without utilizing special measures to force the thin area to
occur at the irradiated boundary, a low success rate is obtained (typically £ 30%). This defeats the cross-
section advantage of having multiple specimens. A further difficulty associated with many of the cross-
sectioned alloy specimens is that the plating material thins at a different rate as compared to the alloy.
In some cases, itis virtually impossible to obtain adequate thin area in the irradiated region of the
cross-sectioned foil without a special experimental procedure. Two companion experimental methods have been
developed to address this problem.

For most cross-sectioned materials. adequate thin area at the irradiated boundary may be obtained by simply
using a protective lacquer to isolate the region of interest. The procedure is as follows: First both
sides of the TBM disk are covered with a protective lacquer with the exception of a = 50 um wide strip
centered along the irradiated boundary. The specimen is then electropolished for a period of time ranging
from 15 seconds to 2 minutes, depending on the foil thickness and the particular metal being investigated.
Following this prepolish treatment, the lacquer iS removed from the TBV disk and the specimen i S electro-
plished until perforation occurs. Figure 6 iS an optical micrograph which shows a typical result for an ir-
radiated copper alloy following. the above procedure. The parallel, dark bands running horizontally across
the micrograph outline the step height change from the prepolish treatment. Adequate thin area in the
damage region has been obtained in about 80%of the cross-sectioned specimens which were prepared using the
above technique. Since six to eight irradiated specimens are generally available from each plated sample,
this high success rate allows multiple specimens to be analyzed.

A somewhat more complicated procedure is employed to electrochemically thin cross-sectioned stainless steel
specimens. A two-step polishing technique which utilizes two different electropolishing solutions is used
in conjunction with the above prepolish lacquer technique. The first step involves the application of the
protective-lacquer covering which exposes the irradiated boundary only. The sample is then polished in so-
lution I (see Table 2} which polishes the nickel plate at a slightly faster rate compared to the steel.
After approximately two minutes. the lacquer is removed and the sample is polished to perforation in so-
lution 2 which polishes the steel at a more rapid rate compared to the nickel plate.
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TABLE 2 PARAVETERS USED KR JET-ELECTROPOLISHING GF CROSS-SECTIONED SPECIMENS

Initial TEM
Alloy Disc Thickness
Cu-Zr. -Cu-Cp=2Ir 250 um
300 Series 250 um

Austenitic
Stainless Steels

Low (< 4 wt.%} Cr 250 um
Ferritic Steels

53 Results

Solution

33%HNO3, 67%CH40H

Solution 1. 30%HNO3, 70%
Methanol, Time = 2 min

Solution 22 10%Perchloric
Acid, 40% Acetic Acid, 20

5% Perchloric, 45% Ethanol

Volts Current
15 90 mA
0V 80-90 mA
45V 80-90 mA
60 V 90 mA

Temperature
-20°C
0°c

20-c

a°c

A variety of experimental techniques may be applied to the cross-sectioned specimen in order to obtain dif-
ferent pieces of information. A brief sampling of some typical results which may be obtained is presented

below.

Optical microscopy may be performed on irradiated cross-section specimens in order to help characterize the
effect of irradiation. Figure 7 is an optical metallograph of a 316 stainless steel specimen which has been

FIGURE 4  Photograph of an electroplated ion- FIGURE 5 Control and irradiated cross-section
specimens from a stainless steel sample.

irradiated copper foil.
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The arrow

FIGURE 6. Optical micrograph of an electropolished copper alloy cross-section TBM specimen.
points to the perforation in the foil next to the irradiated boundary.

|FIGURE 7. Optical micropraph of an irradiated FIGURE 8. Extraction replica electron micrograph from
stainless steel cross-section specimen. The a cross-sectional 2-1/4 Cr-1 M steel specimen.
3 wum~wide band along the irradiated interface

corresponds to the radiation damage region.

irradiated with 14-MeV Ni ions at 650°C to a fluence of 33 x 1020 fons/m?. The damage region is clearly
visible in the micrograph as a = 3 um wide band adjacent to the plated interface. The different etching
behavior in the damage region was determined from TBM investigations to be due to iron phosphide precipi-

tates. These precipitates were needle-shaped with an average length of 150 fm and density ~ 1 x 1020 p-3,
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FIGURE 9  TEM micrograph showing the extent of the electron-transparent region along the irradiated
boundary of a cross-sectioned Cu-Zr specimen.

Extraction replica techniques are often utilized in alloys where irradiation can enhance On induce precipi-
tation events. It is essential that the precipitates be extracted from the matrix in order for accurate

guantitative microchemical analysis results to be obt,ained.“z) Figure 8 shows an extraction replica
obtained from a cross-sectioned 2-1/4 Cr-1 Mo steel specinen. This micrograph shows extracted carbides from
an unirradiated solution-quenched and aged foil that had been plated with iron.
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Extensive thin area for TEM analysis at the irradiated boundary is achievable using the preparation tech-
niqgues previously outlined. Electron-transparent regions which extend along the irradiated boundary for
distances up to 100 #m have been obtained under favorable conditions. Figure 9 shows a portion of the thin
area which was obtained along the irradiated boundary of a Cu-Zr specimen irradiated with 14-MeV Qu ions at

300°C to a fluence of 1x 1020 jons/mé. In this specimen, perforation during electropolishing occured on
the interface and there was roughly equal amounts of thin area on either side of the hole.

5.4 Summary and Conclusions

A routine procedure has been developed which allows ion-irradiated metals to be examined in cross-section.
The high success rate which is obtainable using this procedure allows multiple specimens to be examined.
This implies that statistically significant void and precipitate distributions may be obtained from irradi-
ated samples as a function of depth (damage level). The experimental procedure described in this report
enables the cross-section procedure to operate at its full potential. The many potential advantages of the
cross-section technique over conventional back-thinning methods may now be realized in practice.
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MICROSTRUCTURES AND PHYSICAL PROPERTIES OF Cu-Zr AND Cu-Cr-Zr-Mg ALLOYS

S.J. Zinkle, DH. Plantz, GL Kulcinski and RA. Dodd (University of Wisconsin)

1.0 Objectives

1) To investigate the physical properties and microstructures of two high-strength, high-conductivity copper
alloys as a function of annealing conditions, and 2} to determine the source of the high strength of these
two alloys. This will allow a better estimation to be made on the potential effects of irradiation on the
mechanical properties of these alloys.

2.0 Summary

Electrical resistivity measurements have been made at 20°C on specimens of as-received AMZIRC and AMAX-MZIC
copper alloys as a function of annealing time and temperature. The electrical conductivity of both alloys
steadily increases between 300 and 550°C. The maximum conductivity is about 90% IACS for MZC and = 100%
IACS for AMZIRC. TEM observations indicate that AMZIRC contains incoherent Cu-Zr precipitates which are
preferentially located at grain boundaries. The AMAX-MZC alloy contains the same Cu-Zr precipitates, and
also coherent Cr precipitates which are uniformly distributed throughout the matrix.

3.0

Title: Radiation Effects to Reactor Materials
Principal Investigators: G.L. Kulcinski and RA.  Dodd
Affiliation: University of Uisconsin-Madison

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask I1.C.1.1: Phase Stability Mechanics

Subtask 11.C.1.2: Modeling and Analysis of Effects of Materials Parameters on Microstructures
5.0 Accomplishments and Status

5.1 Introduction

High-strength. high-conductivity copper alloys are being considered for a variety of applications in pro-

posed fusion reactors.(') This report summarizes some of the progress which has been made on determining
the fundamental behavior during annealing of two candidate copper alloys, AMZIRC and AMAX-MZC, Previous
reports have summarized the microhardness and preliminary resistivity measurements made on these alloys in

their as~r‘eceived(2) and annea1ed(3) states. 1t was determined that a large portion of the strength of
these alloys is due to cold-working.

5.2 Experimental Procedure

The nominal alloy composition of AMZIRC and AMAX-MZC is given in Table 1 The heat treatment for the as-
received alloys has been previously described.(3) Specimens for both alloys have also been obtained from
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TABLE 1 NOMINAL COMPOSITION GF AMZIRC AND AMAX-MzZC

Cr Zr Mg
Alloy {at %) {at %) cu
AMZIRC - 0.13-0.20 - balance
AMAX-MZC 0.80 0.15 0.04 balance

AMAX Copper, Inc. in the solution annealed plus aged condition. The heat treatment for these alloys con
sisted of a solution anneal at 930°C for 45 minutes followed by aging for 1 hour at 450°C for the AMZIRC
alloy and 530°C for the MZC alloy.

As-received foils (250 um thickness) of both alloys were annealed for times ranging from 0.25 = 10 hours in

a high vacuum furnace. (3] Resistivity specimens were cut from the annealed foil using a diamond sawl{2} so
as to give a square cross-sectional area (250 um x 250 wm), Electrical resistivity measurements were made
at room temperature on the as-received and annealed alloy specimens using standard 4-point probe techniques.
One to two resistivity "wires" were measured for each thermal annealing condition. The measured resistivity
values were converted to conductivity 2 IACS (International Annealed Copper Standard) units by assuming that

pure copper has a resistivity of(“ 16.73 nS-m at 20°C with a temperature coefficient of 0.068 ni-m/°C.
Selected specimens were examined in a JEOL TEMSCAN-200CX electron microscope.

5.3 Results

Figures 1 and 2 show the electrical conductivity of as-received AMZIRC and AMAX-MZC, respectively, as a
function of annealing time and temperature. Typical experimental error bars are shown in both figures. The
conductivity of AMZIRC is seen to steadily increase from 75% to 95-100% IACS as the annealing temperature
goes from 300 to 550°C. The conductivity values of AMZIRC following a 0.25 hr anneal are consistently below
that for a 1 hr and 10 hr anneal, which is an indication that the kinetics for microstructural changes is on
the order of 0.25 hr in this temperature range. The electrical conductivity of MZC steadily increases from
55-60% to = 90% IACS over the temperature range of 300~550°C, The MZC conductivity values are also lowest
for a 025 hr anneal, but the difference compared to the other annealing times is not nearly as great as for
the AMZIRC alloy.

Vickers microhardness {VHN) measurements were made on solution annealed plus aged AMZIRC and AMAX-MZC foils
obtained from AMAX Copper Inc. in order to determine the relative strength of these alloys due to precipi-
tation hardening vs. cold working. The results of the ¥HN measurements are presented in Table 2 along with
the as-received, solution-annealed (SA), and SA + aged (UW heat treatment) values which were previously
given in Ref. 5 1t can be seen that AMZIRC does not achieve any observable precipitation hardening, while
MZC exhibits a fairly large amount of precipitation hardening. The strength of both of the aged alloys is
significantly less than that of the as-received alloys, which indicates that much of the strength of the
latter is due to cold-working.

The precipitate microstructures of the AMAX SA + aged alloys is shown in Fig. 3. Incoherent Cu-Zr pre-
cipitates were observed to preferentially nucleate at grain boundaries, in agreement with Ref. 6. The
dominant microstructural feature of aged AMAX-MZC is the high density of homogeneously nucleated coherent Cr
precipitates. Incoherent Cu-Zr precipitates have also been observed along grain boundaries in the aged
AMAX-MZC alloy. An example of these grain boundary precipitates along with the matrix Cr precipitates is
shown in Fig. 4.

5.4 Discussion

The observed dependence of the electrical conductivity of as-received AMZIRC and AMAX-MZC is in fairly good

agreement with results found in the Hteratur‘e.{?'m) The conductivity vs. annealing temperature curve does
not exhibit a well-defined "knee" such as was found in the previously reported microhardness
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ELECTRIC CONDUCTIVITY OF AS-RECEIVED ELECTRIC CONDUCTIVITY OF AS-RECEIVED
AMZIRC AS A FUNCTION OF ANNEAL CONDITIONS AMAX-MZC AS A FUNCTION OF ANNEAL CONDITIONS
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FIGURE 1. Electrical conductivity of as-received FIGURE 2. Electrical conductivity of as-received
AMZIRC as a function of annealing time and MZC as a function of annealing time and temperature.
temperature.

FIGURE 3. TEM microstructures for solution annealed plus aged AMZIRC (left) and AMAX-MZC (right), showing
Cu-Zr precipitates on a grain boundary and coherent Cr precipitates in the matrix.

measurements.(3) This variance is due to the fact that the microhardness and resistivity measurements are
sensitive to different microstructural features.(l1)
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TABLE 2 VICKERS MICROHARONESS OF HEAT-TREATED COPPER ALLOYS (200g load)

Microhardness (HVyqq)

Alloy As-Received(5) Solution Annealed (SA)(5) SA + aged {AMAX)* SA + aged (Un) (5)ax
AMZIRC 146 50 51e 1 48
AVAXMZC 168 46 78 £ 1 84

* AMAX heat treatment consisted of solution annealing at 930°C for 0.75 hr followed by aging for 1 hour at
450°C for AMZIRC and 500°C for MzC.

** W heat treatment consisted of solution annealing at 950°C for 100 hours followed by aging for 1 hour at
470°C for both alloys.

TABLE 3  SPECIFIC RESISTIVITY AND CONCENTRATION OF ELECTRON SCATTERERS | N AS-RECEIVEO OQOPPER ALLOYS

Concentration Reference
Impurity Specific Resistivity As-Received 550°C Anneal Resistivity Concentration
Oislocations 1.3 x 10783 uﬂ-cm3/nd ~ 5§ x 1012/cm? <1 x 109/cm? 13 measured
Cr 4 uR-¢m/fat 0.04 at % 0.06 at 4 14 16
Mg 0.8 ufi-cmfat 4 004 at a 0.04 at 2 14 16
Zr 0.8 uf-~cm/at % 0014 at 2 002 at % 15 17

Itis possible to compare the experimental electrical resistivity with the theoretical value for dilute
alloys. This allows a determination to be made as to which microstructural feature has the dominant effect
on the measured resistivity. For the present case, we have considered electron scattering to be due to
dislocations and solute atoms, along with phonons. Grain boundary contributions to the resistivity were
found to be insignificant for the conditions in this study. The effect of precipitates on scattering is
neglected. We have also assumed that Matthiesson’s Rule IS obeyed at all temperatures. which is generally

not true for copper.(lz) Table 3 1ists the parameters used to calculated the resistivity. Calculations
were performed for both alloys in their as-received condition and also following a 550°¢C anneal for 1 hour.
The dislocation density of the as-received alloys was estimated from TEM, but i s rather uncertafn due to the
very high strain present in the matrlx. The as-received solute concentrations were assumed to be the
concentration present at equilibrium in pure copper at the aging temperature (400°C). Simple diffusion
calculations indicate the the solute is mobile enough at these temperatures for this to be a resonable

assumption. {18)

The results of the calculation are given in Table 4 The agreement between the measured and calculated
electrical conductivity values is good. considering the assumptions which were used. Dislocations are the
dominant contribution to the calculated resistivity for the as-received alloys (next to phonons). The
electrical conductivity of annealed AMZIRC is close to that of pure copper due to the low specific resis-
tivity of Zr. The high specific resistivity of Cr degrades the electrical conductivity of MZC by 10-15%
compared to pure copper. Following higher anneallng temperatures, the conductivity of MZC should become

even lower due to the higher solubulity of Cr in the matrix. Evidence of this effect has been observed.(lg)

The microstructures observed in the SA t aged alloys serve to confirm the role of precipitates in deter-
mining the strength of AMZIRC and AMAXMZC. Heterogeneous nucleation of Cu-Zr precipitates at grain
boundaries and cell walls has been previously observed by several researchers. (6,19,20) The role of the Cu-
Ir precipitates is to increase the alloy strength by impeding dislocation cell wall migration, and to pre-

vent excessive grain growth by pinning grain boundaries. As is evident from Table 2, Cu-Zr precipitates
have no strengthening effect In the absence of a well-developed dislocation structure.
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FIGURE 4 TBEM microstructure for solution annealed plus aged AMAXMZC with both Cu-Zr grain boundary
precipitates and Cr matrix precipitates visible.

TABLE 4. ELECTRICAL CONDUCTIVITY G- COPPER ALLOYS IN UNITS G % IACS

As-Received 550°C Anneal = 1 hr
AMZIRC 2% 5% 99% 98%
AMAX-MzZC 66% 57% 85% 88%

The Cu-Zr precipitates also act to prevent grain growth in the MZC alloy. A considerable amount of .
strengthening in MZC can be attributed to Cr precipitation. Table 2 shows that aging for 1 hour at 470°C
{UW treatment) results in a greater strength than aging for 1 hour at 500°C (AMAX treatment).

55 Conclusions

The electrical conductivity of as-received AMZIRC and AMAX-MZC increases steadily with annealing temperature
over the range 300-550°C. Calculated resistivity values of the as-received and 550°C annealed alloys are in
good agreement with experimental measurements. The as-recelved conductivity is mainly controlled by the
dislocation density while the annealed conductivity i s most affected by the Cr concentration. The precipi-
tates in AMZIRC have a negligible effect on the alloy strength in the absence of a well-developed dislo-
cation structure.
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Future Work

Microhardness and resistivity measurements will be reported on specimens which have been annealed for 100
hours. Tensile tests will be performed on the as-received and annealed sheet specimens at HEDL. The yield
strength results will be correlated with previously reported microhardness values.
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MICROSTRUCTURE OF HIGH-STRENGTH, HIGH-CONDUCTIVITY COPPER ALLOYS IRRADIATED AT LOW TEMPERATURES

S.J. Zinkle, G.L. Kulcinski and R.A. Dodd (University of Wisconsin)

0 Objectives

The objective of this study is to determine the effect of ion irradiation on the microstructures of two
commercial high-strength, high-conductivity copper alloys. From these microstructural observations, we hope
to determine the suitability of the two alloys for fusion reactor applications.

20 Summary

Preliminary results have been obtained on the effects of ion irradiation on two high-strength copper alloys
at temperatures 100-250°C. Both the AMZIRC and the AMAX-MZC alloy exhibit radiation-enhanced recovery and
partial recrystallization at all temperatures following irradiation to a peak damage level of 15 dpa (K =
0.3). A high density of "black spots" have been observed for all irradiation conditions. There is no
observable void formation in either of the as-received alloys following ion irradiation to 15 dpa (K = 0.3)
at temperatures 100-550°C.

2a0 Program

Title: Radiation Effects to Reactor Materials
Principal Investigators: G.L. Kulcinski and R.A., Dodd
Affiliation: University of Wisconsin-Madison

4.0 Relevant DAFS Program Plan Task/Subtask

Phase Stability Mechanics-

Subtask II.C.1.1:
C.1.2: Modeling and Analysis of Effects of Materials Parameters on Microstructures

Subtask II.
5.0 Accomplishments and Status
Bl Introduction

A recent investigation of AMZIRC and AMAX-MZC éopper alloys following high temperature ion irradiation
determined that the main effect of irradiation was to cause an acceleration of the recrystallization

process.(l) It was concluded that this irradiation effect might make AMZIRC and AMAX-MZC unsuitable for
fusion reactor applications, since much of their strength is lost upon recrystallization. The previous
study only investigated a limited temperature regime (400-550°C), which is at or above the upper limit for
fusion reactor applications. To date, there is no known irradiation data on any high-strength, high-
conductivity copper alloys at irradiation conditions similar to the environment that they will experience in

a fusion reactor,‘2) i.e., 50-400°C; 1-40 dpa (K = 0.3). The present study investigates the microstructures
of AMZIRC and AMAX-MZC following heavy ion irradiation to peak damage levels of 15 dpa (K = 0.3) at 100-
250°C.
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TABLE 1. CDMPOSITION AND OPTIMUM PHYSICAL PROPERTIES CF AMZIRC AND AMAXMZC

FROM REF. 3)
Cr Zr Mg Electrical Conductivity Yield Strength
Alloy (at %) (at %) eI C 0.2% Offset
AVZ RC - 0.13-0.20 - 93% IACS 410 MPa
MzC 0.80 0.15 0.04 80%]IACS 517 MPa

TABLE 2 IRRADIATION PARAVETERS = ION-IRRADIATED AMZIRC AND AMAXMZC

Irradiation Calculated Damage (dpal*

Alloy Temperature dum _Peak
AMZIRC, MzC 100°C 4 15
AMZIRC. MzC 150°C 4 15
AMZIRC. MzZC 200°C 4 15
AMZIRC. MzC 250°C 4 15

* = 0.3

52 Experimental Procedure

The composition and optimum physical properties of AMZIRC and AMAX-MZC are given in Table 1 As-received

3+

specimens of both alloys were irradiated with 14-MeV {u”" ions using the University of Wisconsin tandem Van

de Graaf accelerator to a fluence of 3 x 1020 ions/mz. Table 2 lists the irradiation conditions for these

specimens. In keeping with recent displacement efficiency measurements.(4’5) we have used K = 03 in the
modified Kinchin-Pease model for all of our dpa calculations (as opposed to the previous value of K = 0.8).

Following the irradiation, the samples were prepared for cross-section analysis using techniques which are

described in detail elsewhere in this DAFS quarterly volume.(6) The cross-section specimens were Jjet-
electropolished in a solution of 33%HN03/67% CH30H cooled to -20°C at an applied voltage of 15-20 V, and

were examined in a JEOL TEMSCAN-20CCX electron microscope.
53 Results

Radiation-enhanced recovery and partial recrystallization was observed in both AMZIRC and AMAX-MZC over the
entire temperature range of 100-250°C. Figure 1 shows the effect of a 250°C irradiation on the micro-
structure of AMAX-MZC.  The cross-section micrograph at the top allows the scale of the radiation damage
region to be noted. with both the irradiated and nonirradiated portions of the foil observable. The bottom
two micrographs present the irradiated and nonirradiated regions of the foil at higher magnification.
Recovery of the cold-worked dislocation structure has occurred in the irradiated region of the foil, while
the control microstructure remains similar to that of the as-received alloy. Subgrain development is
observed to be more advanced in the damage region compared to the control. A third feature is the appear-
ance of small "black spots" in irradiated regions of the foil. Similar results were obtained for AMZIRC
irradiated at the same conditions.

Figure 2 shows the microstructures of AMZIRC and AMAX-MZC following irradiation at 100°C. Once again, the
cold-worked dislocation structure has recovered during irradiation. Subgrain nucleation is visible in both
micrographs. Both alloys contain a high density of small "black spots".
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FIGURE 1 Radiation damage effects in as-received AMAX-MZC irradiated with 14-MeV Cu ions to a peak damage
level of 15 dpa {K = 0.3) at 250°C. The top micrograph shows the irradiated and nonirradiated regions of
the foil in cross section. The bottom two micrographs are higher magnifications of the damage (left) and
control (right) regions.
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FIGURE 2 Microstructures of ANZIRC (left) and AMAX-MZC (right) following 14-MeV Cu ion irradiation to a
oeak damage level of 15 doa (K = 0.3) at 100°C.

5.4 Discussion

AMZIRC and AMAX-MZC appear to have quite similar responses te moderately high ion Irradiation doses over the
temperature range of 100-250°C, This is in contrast to their high temperature irradiation behavior. where

AMAX-MZC exhibited more pronounced microstructural changes as compared to AMZIRC.“) For irradiation
temperatures of 100-250°C, both alloys undergo recovery of their cold-worked dislocation structure. Black
spot formation and subgrain nucleation is observed at all temperatures. Qualitatively, it appears that the
ANZIRC alloy mey have a slightly higher density of black spots than MZC at the irradiation conditions
investigated. The size of the subgrains in irradiated AMZIRC also appear to be somewhat larger on the
average than the MZC subgrains. Quantitative investigation of these observations i s in progress.

There is little or no influence of temperature on the damage microstructure of these alloys for irradiation
temperatures of 100-250°C, Subgrain development is at most only slightly more advanced at 25¢°C as compared
with 100°C. The density of black spots appears to be similar for all temperatures between 100 and 250°C for

both alloys. This finding is in agreement with numerous {2} dislocation Teop studies of copper using HVEM
and ion irradiation, where it was found that loop density decreases very slowly (factor of two} as the
irradiation temperature is increased fam 50°C to 250°C,

Cross-section analysis allows the depth-dependence of the radiation damage to be determined. This is often
important, since the peak damage level at 2 wm is about ffve times larger than the damage level at 0.5-1.0
um. |In the present case, however. we have not observed any significant depth-dependence of the radiation
damage. Dislocation recovery was observed at all depths, and the subgrain size was similar throughout the
damage region. Quantitative analysis of the depth-dependence of the black spot density was complicated by
the presence of the numerous subgrains, which change the diffracting conditions. Qualitatively. the black
spot density dld not vary greatly with depth.
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A previous investigation of AMZIRC and MAX-MZC found that the strength of these alloys decreased dramati-

cally upon recr‘ystaﬂization.(” Therefore, it may be implied that the partial recrystallization which is
observed in these alloys following irradiation could lead to a degradation in their strength, which would
make them unsuitable for many fusion reactor applications. The high density of black spots (presumed to be
small dislocation loops) should cause an increase in the strength of the alloys. The relative importance of
these two competing effects could result in either a net increase or decrease in the alloy strength. Neu-
tron irradiation of copper to a fraction of a dpa at 40°C has been found to increase the yield strength by

more than 300 MPa, with saturation occurring at higher f1uences.(8) This strength increase is about the
same as the maximum loss of strength which could occur in AMZIRC or MZC ifcomplete recrystallization

occurs. {L)  since only partial recrystallization has been observed for the irradiation conditions in this
study, it appears likely that the net effect of irradiation at temperatures of 100-250°C may be to produce a
stronger alloy.

There was no observable void formation in either of the as-received copper alloys following ion irradiation

at 100-250°C. A previous study(” at higher temperatures did not detect void formation except in the case
of annealed AMZIRC specimen at 300°C. Therefore, no voids have been observed in as-received MZIRC or MZC
specimens following ion irradiation to 15 dpa {K = 0.3) over the wide temperature range of 100-550°C {(0.28-
0.61 Tm). One possible reason for the absence of void formation in the as-received alloys is the absence of

gaseous nucleating agents (both alloys are fabricated from oxygen-free copper in a carefully controlled
environment). A second explanation is that the high cold-work level in the as-received alloys may be delay-
ing the onset of void formation. To investigate this possibility, we have irradiated foils of both alloys
in a solution annealed plus aged condition at temperatures 100-400°C. This irradiation will also provide
some insight whether point defect trapping on solute atoms or precipitates may be suppressing void swelling.

5.5 Conclusions

lon irradiation of as-received AMZIRC and AMAXMZC to 15 dpa (K = 0.3) at temperatures of 100-250°C results
in the following microstructural changes: 1) recovery of the cold-worked dislocation structure, 2) possible
enhancement of recrystallization processes, and 3) formation of a high density of black spots. Recovery and
recrystallization tend to decrease the alloy strength, while radiation hardening due to black spot formation
should increase the yield strength. The net effect of these competing processes may be an increase in the
strength of these alloys following irradiation at 100-250°C. No void formation has been detected in the as-
received alloys following irradition over a wide temperature range.
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8.0 Future Work

Solution annealed plus aged specimens of AMZIRC and AMAX-MZC which have been irradiated with 14-Me¥ Qu ions
will be analyzed in cross-section for void formation and precipitate stability during irradiation. Results

will be presented in the next quarterly progress report.
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