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FORBWORD

This report is the thirty-third in a series of Quarterly Technical Progress Reports on pamage Analysis
and Fundamental studies {DAFS), which is one element of the Fusion Reactor Materials Program, conducted

in support of the Magnetic Fusion Energy Program of the US. Department of Energy (DOE). The first eight

reports in this series were numbered DOE/ET-0065/1 through 8. Other elements of the Fusion Materials
Program are:

" Alloy Development for Irradiation Performance (ADIP)
[] Plasma-Materials Interaction {PMI)

m  Special Purpose Materials {SPM).

The DAFS program element is a national effort composed of contributions from a number of National Labora-

tories and other government laboratories, universities, and industrial laboratories. It was organized by

the Materials and Radiation Effects Branch, DOE/Office of Fusion Energy, and a Task Group on pamage Analy-
sis and Fundamental Studies. which operates under the auspices of that branch. The purpose of this series
of reports is to provide a working technical record of that effort for the use of the program participants,
the fusion energy program in general, and the DOE.

This report is organized along topical lines in parallel to a Program Plan of the same title so that activ-
ities and accomplishments may be followed readily, relative to that Program Plan. Thus, the work of a
given laboratory may appear throughout the report. A chapter has been added on Reduced Activation Mate-
rials to accommodate work on a topic not included in the early program plan. The Contents is annotated

for the convenience of the reader.

This report has been compiled and edited by N. E. Kenny under the guidance of the Chairman of the Task
Group on pamage Analysis and Fundamenta! studies, D. 6. Doran, Hanford Engineering Development
Laboratory (HEDL). Their efforts, those of the supporting staff of HEDL, and the many persons who made
technical contributions are gratefully acknowledged. T. C. Reuther, Fusion Technologies Branch, is the
DOE counterpart to the Task Group Chairman and has responsibility for the OAFS program within OOE.

G. M. Haas, Chief
Fusion Technologies aranch

Office of Fusion Energy
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CHAPTER 1

IRRADIATION TEST FACILITIES



]
D. W. Short and D. W. Heikkinen (Lawrence Livermore National Laboratory)

1.0 Objective

The objectives of this work are cgecaticn OF RTNS-II (a l4-#eV neutron source facility), machine
develbrment, and support of the experimental program that utilizes this facility. Experimenter services
include dosimetry, handling, scheduling, coordination, and regorting, FIMS-II IS supgortsd jointly by the
US. and Japan and IS dedicated to materials research for the fusion power program, Its primary use is to
aid in the develomment of models of high-energy neutron effects. = Such models are needed In interpreting and
projecting to the fusion environment, engineering data obtained In other spectra.

2.0 Summary

Irradiations were performed on seven different experiments during this quarter. The sixth 1,5, -Japan
Steering Comittee Meeting was held February s-7, 1986 at rRINS-II,

3.0 Program

Title: E=TWS-IL operations (WzJ-18)
Principal Investigator: D. W. Short
Affiliation: Lawrence Livermore National Laboratory

4.0 Relevant DAFS_Program Plan Task/Subtask
TASK 11,4.2,3,4,

TASK II.8,3,4

TASK IE,C.1,2,6,11,18,

5.0 Irradjation

Curing this quarter, irradiations (both dedicated and zdd-on) were done for the following people.

___ Experimenter P ok A* Sample Jrradiated

K. Kawamura A Li#-ph#5 - tritium production

E Goldberg (LLNL) A Al - 24%a calibration source

M. Sugisaki (Xyushu) P al=g-Li = tritium production

N. Itchs/, Tanimura (Nagoya) P MgAls03, Als04 & MgO = volume change

T. Yoshiie (Hokkaide/ P Metals - displacement damage & mechanical

H. Kawanishi (Tokyo) properties. <Csramics - neutron damage -
K. Miyahara (Tokyo) irradiated at 200% and 450%

M. Kiritani (Hokkaido)
A. Konyara (Tokyo)
R. Oshima (Osaka)



_ Experimenter P or A* Sample Irradiated
Yoshida (Kyoto)

Abe (Tohoku)

Matsui (Tohoku)
Kayano (Tohoku)
Kawanishi {Tokyo)
Shimomura (Hiroshima}
Yoshida (Kyushu}
Ishino (Tokyo)
Takahashi (Hokkaido)
Kinoshita {Kyushu)
Kamata (Nagoya)
Saka (Nagoya)

Iseki (Nagoya)
Hirata (Osaka)

Kino (Hiroshima)

. Heinisch (HEDL})
Clinard (LANL)

MIAREAROTINZ<ITIRT

R. Borg (LINL) A NiZr, NiNb & NiBHf — TEM, phase
transformation
L. Hansen {(LLNL} A Ma - activation products

* p = primary, A = add-on
5.1 RINS-II stat - W Short and D. W Heikkinen

The Sixth U.8,-Japan Steering Comanittee Meeting Wwes held February 6-7, 1986 at RINS-II.

Both neutron sources operated on a near 24-hour, five=-day week schedule.
6.0 Future Work

Irradiations will be continued for T. Yoshiie (Hokkaido)/H. Kawanishi (Tokyo) et al., G. Goldberg (LiNL) and
R. Borg (LML), Also during this period, irradiations for Y. shimomura (Hiroshima) et al., M. Guinan/J.
Huang (LINL), D, Neff (Rockwell) and C. Smith (LINL} will be initiated.

Operations will begin to be reduced toward the end of this quarter.



CHAPTER 2

DOSIMETRY AND DAMAGE PARAMETERS



L. R. Greenwood (Argonne National Laboratory)

1.0 Objective
To characterize material irradiation experiments in terms of neutron fluence. spectra, and damage
parameters (dpa, gas production).

2.0 Summary
Results are reported for fusion-fission correlation experiments in the Omega West Reactor (Los Alamos

National Laboratory). Tm‘?g short irradiations were performed from August to October 1985 with neutron
fluences between 5,2=54x10 n/eme. The status of all fusion dosimetry is summarized in Table 1.

Table 1. Status of Dosimetry Experiments

Facility/Experiment Status/Comments
ORR - ME 1 Completed 12/79
- ME 2 Completed 06781
- ME 4a1 Completed 12/81
- ME 4A2 Completed 11/82
- ME 4B Completed 04/84
- ME 443, iB2 Samples received 11/85
- TBC 07 Completed ¢7/80
- TRIO-Test Canpleted 07/82
- TRIO-1 Completed 12/83

HF Test
J& Test

- Jé, J7 Irradiations in Progress
HFIR - CTR 32 Completed 04/82
- CTR 31, 34, 35 Completed 04/83
- T2, RBI Completed 09/83
- T1, CTR 39 Completed 01/84
- CTR 40-is Completed 0§/84
- CTR 30. 36. 46 Ccmpleted 03/85
- RBZ Completed 06/85

- CTR 47-56 Irradiatiens in Progress
- JP1, JP3 Completed 12/85

- JP 2-8 Irradiations in Progress
- Hf Spectral Analysis Completed 09/85
Hf Test Completed 12/85

Spectral Analysis
HEDL1

HEDL2

HEDL3

LANL 1

Spectral Analysis
X287

Spectral Analysis
LANL t (Hurley)
Hurley

Coltman

Completed 03/84
Completed 07/85

Completed 10/80
Cunpleted 05/81
Completed 01/86

Samples received 03/86

Completed 08/84
Planned for 05/86
Completed 09/81
Completed 01/82
Completed 06/82
Completed 02/83
Completed 08/83



3.0 Program
Title: Dosimetry and Damage Analysis
Principal Investigator: L. R. Greenwood
Affiliation: Argonne National Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Task II.A.1 Fission Reactor Dosimetry

5.0 Accomplishments and Status

Dosimetry measurements have been completed for an ongoing series of experiments by Howard Heinisch/
HEDL in the Omega West Reactor at Los Alamos National Laboratory.'”™ The purpose of these elevated
temperature experiments is to compare materials damage in the Wr with that in the 14-Me¥ flux at tne
Rotating Target Neutron Source II at Lawrence Livermore National Laboratory. These fission-fusion
correlations Can then be used to relate damage measured in fission reactors to future fusion reactors.

The three present experiments were conducted from August 16-September 12. 1985 far 671.2 MWH;
October 15-18, 1985 for 173.6 MWH: and on October 21-22, 1985 for 64.0 MWH. All three experiments were
operated at the full reactor power of 8 MW at an average temperature of 90°C.

Dosimetry packages containing Fe, Ni, Ti, and 0.1% Co-Al wires were inserted in each irradiation
capsule. Following the irradiation, these wires were analyzed at ANL by gamma spectroscopy and the
measured activation rates are listed in Table 2.

Table 2. Activation Rates for Omega West Reactor
Values are normalized to 8 Mw;
uncertainty 2%

activity {atoms/atom-sec)

Reaction FPE® = 83.9 21.6 8.0
5%co(n,v)%%0 (1079) 2.26 2.30 2.22
58Fe(n,v)%%e (10711 6.73 7.31 7.00
5Fe(n,p)?Mn (10712) 2.80 2.86 2.81
58hi(n,p)%8co (10712) 3.56 3.73 3.67
615 (n,0)%0se (10713) 3.67 3.95 3.82

8Full power hours at & Mw power level.

The actjfv%ties in Table 2 were used to adjust the neutron spectrum measured previously in the Omega
West Reactor *“ using the STAY'SL computer code. The present results are in good agreement with previous
measurements. The thermal flux is about &% higher and the fast flux about 3%Ilower than in our previous
measurement. The adjusted fluences are listed in Table 3.

1,2

Damage rates for this position have been reported previously and damage for the current runs can be

easily scaled according to the neutron fluences.

Further measurements are in progress in the OWR and we expect to receive dosimeters shortly.

6.0 References

1. L. B. Greenwood, Damage Analysis and Fundamental Studies Quarterly Prowess Report,
DOE/ER-0046/4, p. 15 (1981),

2. L. &, Greenwood, Damage Analvsis and Fundamental Studies Puarterlv Prom-ess Report,
DOE/ER~0046/6, p. 17 (1981).




Table 3. Neutron Fluences for Omega West Reactor
Estimated Uncertainty +10%

Neutron Fluence, x 10'8n/em?
Energy FPH? - 8.9 21.6 8.0
Total 54.2 14.41 5.18
Thermal® 2.9 6.06 2.16
0.5 ev-0.1 MeV 14.7 3.92 1.4
>0.1 MeV 16.6 4.43 1.60

8Full power hours {8 MW).
5Therma1l flux below 0.5 &V.

7.0 Future Work

Analysis is in progress from the MFE4A and 4B spectral-tailoring experiments in OrRR. We are planning
to characterize the new low temperature facility in the BSR

8.0 Publications

The fallowing papers have been submitted to the International Conference on Fusion Reactor Materials
{IcFRM2) In Chicago, April 13-17, 1986:

1. L. R. Greenwood, New ldeas in Dosimetry and Damage Calculations for Fusion Materials
Irradiations.

2. D. W. Kneff. L. R. Greenwood, 2. M. Oliver, and rR. P. Skouranski, Helium Production in HFIR-
Irradiated Pure Elements.

3.  W. A Coghlan, F. W. Clinard, Jr., N. Itah, and L. R Greenwood, Swelling of Spinel after
Low-Dose Neutron Irradiation.

Two papers have also been submitted to the Symposium on the Effects of Radiation on Materials,
Seattle, June 23-25, 1986:

4. L. rR. Greenwood, Recent Research in Neutron Dosimetry and Damage Analysis for Materials
Irradiations.

5. p. R. Davidson, R. C. Reedy, L. R. Greenwood, W. F. Sommer. and M. 3. Wechsler, Additional
Measurements of the Radiation Environment at the Los Alamos Spallation Radiation Effects Facility
at LAMPF.



DEVELOPMENT OF THE SPECOMP COMPUTER CODE

L. R. Greenwood (Argonne National Laboratory)

1.0 Objective

To determine displacement damage for alloys, insulators, and breeder materials.

2.0 Summary

A new computer code, SPECOMP, has been developed to calculate displacement damage for compounds rather
than just for pure elements as is done in our SPECTER code. Examples are shown for Lialn, where we find
20~-40% more damage in the compound than would be expected from a combination of elements using SPECTER.
Other alloy, insulator and breeder materials are now being studied.

3.0 Program
Title: Dosimetry and Damage Analysis

Principal Investigator: L. R. Greenwood
Affiliation: Argonne National Laboratory

4,0 Relevant DAFS Program Plan Task/Subtask

Task II.8.1 Calculation of Defect Production Cross Section

5.0 Accomplishments and Status

A new computer code SPECOMP is being developed to calculate radiation damage for compound materials.
Our SPECTER' code routinely calculates damage for 38 pure elements; however, it does not handle compounds
and there are no other existing codes which fill this need. Consequently, we have developed SPECOMP.

Fortunately, SPECOMP can make use of the recoil atom energy distributions in SPECTER. Hence, it is
not necessary to return to the basic neutron cross sections in ENDF/B-V and recalculate these data. This
greatly reduces the size and scope of the code as well as the effort needed to develop the code and the
cost to run it.

SPECTER already contains recoil atom energy distributions for each element at 100 neutron energies on
a 100-paint recoil energy grid. SPECOMP only needs to access these distributions, combine them according
to the alloy or compound of interest, and to integrate over the appropriate secondary damage function for
each combination of recoil atom and matrix atom. The secondary displacement model uses the same rescrip-
tion as SPECTER. relying on the Lindhard partition of the stopping energy and the Robinson model.' Hence,
the SPECOMP code is relatively small consisting of subroutines which access the SPECTER data files,
calculate the appropriate secondary displacements, and integrate over the recoil spectra at each neutron
energy.

Although the code is still undergoing testing, sample calculations are shown for a fusion breeder
material LiAlG, in Fig. 1. As can be seen at low energies, damage is due to the 6Li{n,a)t reaction. At
higher energies the displacement damage predicted by SPECOMP is 20~40% higher than would be predicted by
taking a simple average of the results from SPECTER. Integral dpa rates for LiAl0, are 26-28%higher for a
fusion first wall_or fast reactor spectra and 7%higher in a mixed-spectrum reactor like HFIR due to the
dominance of the °Li damage.

Although we have not had time tg study SPECOMP predictions in detail. it is clear from early runs that
the prediction of Parkin and Coulter~” holds up, namely, that in cases where the mass differences are small
SPECOMP will differ only slightly from a linear sum of the elements in SPECTER. On the other hand, when
the masses involved are quite different, then the calculated displacements, from SPECOMP may differ
substantially from SPECTER. In the Present case we find that calculations for 810, and Al,0, agree within
5% of the linear sum from SPECTER whereas Li0, LiAl05, and Ta0 disagree by 20-40%over the Energy range
from 0.1 to 20 MeV.



6.0 References

1. L. R. Greenwood and R. K. Smither, SPECTER: Neutron Damage Calculszticns for Material?
Irradiations, ANL/FPP-TM=-197, 1985.

2. G. R. Odette and D. rR. Dorian, ¥uecl, Technol. 29, 346 {1976).

3. D. M. Parkin and ©, &. Coulter. J. Nucl, Mater. 103, 1315-1313 (1981).
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Fig. 1. Displacement Damage Cross Sections are Compared for LiAl0,
using SPECOMP and a Linear Combjnation of the Elements in
SPECTER. Damage IS due to the °Li(n,a,t) Reaction at Low
Enargies,

7.0 Future Work

We plan to perform calculations for other compounds and to release the displacement cross sections for
routine use in SPECTER. Hence, it will become easy to routinely predict displacement damage in a number of
compounds (alloys, insulators, breeder materials) of interest to the fusion program, Of course, one major
remaining problem is that the threshold energies for each species in a compound are not well-known and may
differ substantially from elemental values. Hence, further research is needed to establish the appropriate
values for each compound of interest.

8.0 Publications

None.



MEASUREMENT OF “Tub. #4ub. anp 95p FROM Mo BY 14.5-14.8 MY/ NEUTRONS
L.

R. Greenwood (Argonne National Laboratory)

1.0 Objective

To develop nuclear data and dosimetry techniques for high-energy neutron facilities and fusion
reactors.

2.0 Summary

Samples of natural Mo and 9o were irradiated at the Rotating Target Neutron Source 11 (Lawrence
Ig,ﬂ.ver‘mor‘e National Laboratory) and prodgﬁuon cross sections were determined for the long-lived isotope
Nb (20,300 y) to be Sbout 56 mb from “"Mo and 7.9 mb from natural Mo near 14.6 M3V. The cross section
for the production of Ty, (700 y} from natural M is about 45 mb. These data can be used to calculate
the production of these isotopes in a fusion reactor.

3.0 Program
Title: Dosimetry and Damage Analysis
Principal Investigator: L. R. Greenwood

Affiliation: Argonne National Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Task 11.A.2 High-Energy Neutron Dosimetry
Task I1.A.7 MFR Dosimetry

5.0 Accomplishments and S——

We have been engaged in a program to measure the production gross sections for Igga—lived isgt0P§5 in
fusion materials. Previously we have reported measurements for 2 Al (7.2x107y 1 anc Mn (3.7x100y)

Cross sections to 22 shorter-lived reactions have also been reported recently. In the present report,
measurements are given for varioss reasgions of Mo with paggicular nterest in 9 Nb éE.OleO y}. Data are
also reported for the Mo (n,p)7Nb, 7“Mo(n,x)?'™Nb, and ?°Mo(n.a)?°Zr reactions. ?!Mn is also of
interest in fusion material3 since this isomer decays to the long-lived ground state 91y (700 y3>.

Enriched %Mo and natural Mo specimens were irradiated at the Rotating Target Neutron Source II at
Laurence Livermore National Laboratory in collaboration with Don Doran and Howard Heinisch (Hanford
Engineering Development Laboratory). Due to the low-flux levels. and RTINS II operating schedule. the
specimens g/ere irradiated for a total of 81 days over a period of seven months. The neutron spectra were
calculated® for each sample position and the fluence was determined by mapping the response of iron fails
located at 113 different positiens around the target. This fluence map allows us to determine the relative
fluence on our samples to within #5%; however, the absolute fluence is only known to about :7%.

The prgﬁence of guNb in the irradiated samples was determined by gamma spectroscopy. The two natural
Mo and two “"Mo (92%), specimens were counted at six different decay times over a perios of 16 n‘og%hg_
Such a long time was needed to reduce the background dueg & shorter-lived activities. 1My and ?2zr
Scttlwtles were also determined from these counts. The “?Zr activity had to be corrected for the decay of
5Nb both durégg and after the irradiation. Corrections were also made for the isotopic ratios in the
enriched and “"Mo samples to separate reactions from different isotopes.

The resulting cross sections are listed in Table 1. Although there are few measurements for these
reactions, Ehe present results are in satisfactory agreement. There are no reported activation measure-
ments for 7 Nb and our results provide the only means_of measuring the production of this isotope in Mo.
eﬁ an example, assuming a neutron wall load of 1 MW/m? in an operating fusion reactor, the production of

Nb (20,300 y) in Mo would be ag?ut 1.9 uCi/g after 1 year or 38 uCi/g after 20 years. Using our
estimate§1for the production of ?'8Nb (700 y) gives 35 mCi/g after 1 year and 7 Ci/g after 20 years. Of
course. Eyb decays by electron capture producing only low-energy x-rays and hence is not as difficult to
handle as 2Nb which has a much longer half-1life and 2 high energy gammas (702 and 871 keV).

We should n te that Mo also produces other long-Ilived isotopes such as 93Mo (3500 y), 932 (1.5x106y),

and 7%Nb (3.7x10?y) and we plan to measure the production cross sections for these as well as other long-
lived isotopes in other materials in the future.

10



Table 1. Measured Cross Sections (mb} for Mo

Neutron Energy, MeVv

Reaction 14.55 14.60 14.78 14.80 +53
Muan,p) Pub 57.2 _ 53.1 - 11
Natyotn,x) 94npP - 7.9 - 7.8 12
95Mo(n,x) 9kype - 16.3 _ 18.3 16
95Mo(n,x) ?°Nb 40.4 - 37.1 - 9
32Mo(n,x) 1 Mypd 157. 153. 145. 145. 10
Buo(n,a) Pzr 6.56 6.56 6.24 621 . 8
92Mo(n,x) 9'BNp 2,300
Natuo(n,x) 918yp 2 45

8 Major sources of uncertainty include neutron fluence (7%}, b
hal::life (8%), ef‘gaciency (1.5%)955tatistic: (1%), deconvolution
of (12%) for Ebg (gg) for “°Nb.
sum reactions from 9%:95,30u,

Sum of {n,d + np + pn) reactions.
Sum of (n,2n + d + np + pn) reactions.

6.0 References
1. R. K. Smither and L. R. Greenwood, J. Nucl. Mater. 122, 1071-1077, 1984

2. R. K. Smither and L. R. Greenwood, Damage Analysis and Fundamental Studies Quarterly Progress
Report, DOE/ER-Q046/17, pp. 11-13, May 1984.

3. L. R. Greenwood, M. W. Guinan, and D. W. Kneff. Damage Analysis and Fundamental Studies Quarterly
Progress Report, DOE/ER-0046/21, pp. 15-18. May 1985.

7.0 Future Work

Further irradiations are being planned at RTINS II and we plan to measure production cross Sections for
many other long-lived isotopes.

8.0 Publications

A paper has been drafted and will be submitted to Nuclear Science and Engineering.
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HELIUM PRODUCTION IN MIXED SPECTRUM REACTOR-IRRADIATED PURE ELEMENTS

D. W Kneff, B. M. Oliver, and R. P. Skowronski (Rockwell International)
1.0 Objective

The objectives of this work are to apply helium accumulation neutron dosimetry to the measurement of neutron
fluences and energy spectra in mixed-spectrum fission reactors utilized for fusion materials testing, and to
measure helium generation rates of materials in these irradiation environments.

2.0 Summary

Helium generation measurements have been made for several Fe, Cu, Ti, Nb, Cr, and Pt samples irradiated in
the mixed-spectrum High Flux Isotope Reactor (HFIR} and Oak Ridge Research Reactor {ORR) at the Oak Ridge
National Laboratory. The results have been used to integrally test the ENDF/B-V Gas Production File, by
comparing the measurements with helium generation predictions made by Argonne National Laboratory using
ENDF/B-V cross sections and adjusted reactor spectra. The comparisons indicate consistency between the
helium measurements and ENDF/B-¥ for iron, but cross section discrepanciesexist for helium production by fast
neutrons in Cu, Ti. Nb, and Cr (the latter for ORR). The Fe. Cu, and Ti work updates and extends previous
measurements.

3.0 Program

Title: Helium Generation in Fusion Reactor Materials

Principal Investigators: D. W. Kneff and H. Farrar |V
Affi liation: Rockwell International

4.0 Relevant OAFS Program Plan Task/Subtask

Task IT.A.1 Fission Reactor Dosimetry

Task I11.A.4 Gas Generation Rates

Subtask IT.A.5,1 Helium Accumulation Monitor Development
5.0 Accomplishments and Status

Helium generation measurements have been made for the pure elements Fe, Cu, Ti, Nb, Cr, and Pt in the mixed-
spectrum reactors HFIR and ORR. The results have been compared with helium predictions in order to inte-
grally test helium production cross sections from the ENDF/B-V Gas Production File in this energy region.
This work is part of a joint Rockwell-Argonne National Laboratory (ANL) program to measure total helium pro-
duction rates over the range of fission reactor neutron spectra and fluences used for fusion materials test-
ing, and to use the results to test helium production cross section evaluations used in damage calculations.

Pure element samples were irradiated in HFIR as part of experiments €TR30, CTR31, CTR32, and the spectral
characterization irradiation RB/HF, and in ORR as part of experiments MFE2, MFE4AZ, and MFE4B. Most of the
samples were irradiated as bare wire segments, and were used both for helium accumulation and radiometric
dosimetry measurements. The irradiated samples were first counted radiometrically at ANL. They were then
sent to_Rockwell, where they were etched, to remove any helium recoil effects, and segmented for I?e anal-
ysis. The 4He analyses were performed by high-sensitivity isotope-dilution gas mass spectrometry, (1)

and included multiple analyses for most sample locations. The absolute uncertainties in most of the
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analyses were *+1-2%. Selected samples from each irradiation were al§o analyzed for 3He, which is formed
from the decay of tritium often found in reactor environments. The “He concentrations ware genarally
found to be less than 1 appb (10-9 atom fraction) for Fe, Cu Cr, and Pt, and somewhat higher (~2 to
170 appb) for the CTR and ME Ti and Nb samples.

The analyzed samples are listed in Tables 1-5. These tables also give the samples' irradiation locations,
neutron fluences, measured helium concentrations, and com?%rgﬁms between the measurements and predictions.
Some of these measurements have been reported previously, but the corresponding helium predictions
have been updated here for integral cross section testing (see below). Analyses are continuing for some
additional samples of these materials from these irradiation experiments.

The predictions are based gn ridiometric dosimetry measurements and calculated helium production concentra-
tions by L. R. Greenwood, { using ENDF/B-Y cross section evaluations. Since the purpose of the pres-
ent work is to integrally test the ENBF/B-¥ Gas Production File, some adjustments have been made to the
published predictions. These adjustments include a change from the L'NDF}B V General Purpose File used for
MEZ and MFE4A2 to the Gas Production File, and a modification of some reactor gradients used in the calcu-
lations. The prediction of generated helium at a given sample location has generally been performed hv cal-
culating the helium generation at the peak flux position in the experimental volume, and then scaling the
helium generation at other locations by the average flux gradient derived from the radiometric dosimeters.
However, the reactor flux gradients are not identical for the fast and thermal neutron components, with
helium generated in most cases by fast neutrons. For the present work, the helium predictions at the vari-
ous sample locations were detarmined using the calculated fast-neutron grad|ent§ M e where possihle, ratios

D AN TSI B3 a8 2PH A AR AF 0N 2R Ao SRS 2T, 5 Savn I8 (n. 5 ) 468 A0SR SRR YES"

were used. Final spectrum plus gradient uncertainties are estimated to he about +10%.

Comparisons between the measured and predicted helium generation in the analyzed samnles are given in the
last column of Tables 1-5, where they are expressed as ratios of the calcirlated (predicted) to experimental
values {C/Z}., The average ratios are summarized in Table 6. The C/E ratios provide a test of the spectrum-
integrated ENDF/B-V cross sections for the neutron energy soectra seen by the samples, and an indicator of
any high-fluence effects on helium generation rates. (See, for example, Ref. 5 and 12 for the copper three-
stage reaction with thermal neutrons.} Examination of Table 6 indicates that the ENDF/B-V cross sections,
coupled with the unfolded neutron energy spectra, provide generally good agreement (within the +10% uncar-
tainties} for Fe {ORR and HFIR) and Cr {HFIR only). However, the comparisons for Cu, Ti, Nh, and Cr (0ORR)
indicate significant discrepancies in the ENDF/3-V¥ cross sections for helium production hy fast neutrons.

For iron (Tahle 1}, the HFIR C/E values exhibit a decreasing trend with increasing neutron fluence. This
suggests a small, nonlinear increase in helium production with neutron fluence at high fluences, due to
burnup and multiple-step reactions. The lower-fluence C/E values thus provide a better comparison for test-
ing ENDF/B-Y fast-neutron cross sections. At the lower fluences, the HilR C/E values are systematicallv
higher than the ORR values. This difference is attributed to smectral differences that are not reflected in
the calculations.

Helium production in copper for the reported experiments (Table 2) is dominated by fast neutrons because of
the relatively low neutron fluences. ?Yﬁctwns to the calculations for helium production in HFIR by the
thermal three-stage mechanism in coppet were negligible for the Hf-covered samples and 3-4% for the

bare samples. rg three-stage contributions have been included in the ORR calculations, because our measured
cross sections( ) for the three-stage reaction are soecifically for the H'IR spectrum. However, they are
estimated to be -3-6%of the fast contribution for #E2 and M-E4A2, and ~7-9% for MFE4B. This would produce
a small increase in the C/E values. The average C/E values measured for the copper samples from ORR 10.65 *
0.04), HIR-RB {0.58 * 0.02}, and HFIR-PTP 10.76 * 0.05, Ref. 12} have systematic differences, which are
again attributed to spectral differences between the irradiation environments that are not reflectel in the
calculations. The same assumption is made about the systematic differences observed between the C/E values
from ORR and HilR for Nb (Tables 4 and 61, and for bare and Hf-covered Ti from the HFIR-RB position

(Tables 3 and 61.

The chromium C/E values (Table 5) show large discrepancies between the ORR- and HFIR-irradiated samples.
Only one reactor location has been analyzed to date for each reactor, and further measurements are
required. Additional work 1S in progress.

There is no EMDF/B-V¥ helium production evaluation for platinum (Table 5}, which was analyzed as an encapsu-
lating material for selected samnles. The helium measurement results confirm its relatively small helium
production cross section.
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TABLE 1  HELIUM PRODUCTION MEASUREMNTS FOR REACTOR-IRRADIATED IRON

Core Total 4 . {b) Calculated
Heightfal Fluence He Concentration (appm} Measured
Experiment  Sample {cm) {1022 n/cml) Measured Calculated(€] {CIE)
ORR-MrE4AZ Fe-58 - 6.27 inner 1.76 1.62 1.58 (d) 0.98
Fe-88 - 6.27 outer 1.88 1.80 165 (d) 0.92
Fe-LlI -10.96 inner 1.72 1.56 1.55 0.99
Fe-M2 -11.43 outer 1.83 1.65 1.61 0.98
Fe-48 -14.69 outer 1.76 1.58 1.55 {d) 0.98
Fe-1B -14.84 inner 1.64 1.54 1.47 {d) 0.96
ORR-MFE4B Fe-38 -14.53 inner 1.71 1.60 1.60 1.00
Fe-48 -14.53 outer 1.77 1.58 1.59 1.01
HFIR-CTR32 Fe-25 +17.67 3.48 2.24 2.37 1.06
Fe-3 + 441 4.81 3.12 325 (d) 1.04
Fe-E8 - 7.38 4.60 2.99 3.14 1.05
HF TR-CTR3T Fe-1 +21.07 5.57 3.66 3.68 {d}) 1.01
Fe-3 + 4.41 9.67 6.76 6.39 (d) 0.95
Fe-5 -12.26 8.30 5.73 5.64 (d} 0.98
HFIR-CTR30 Fe-1 +21.07 11.05 8.17 7.64 0.94
Fe-3 + 441 19.16 14.69 12.95 0.88
Fe-5 -12.26 16.45 12.36 10.99 .89
%abgi)mtance above core midplane_
;yAtomic parts per miltion (107" atom fraction)
f?&? R. Greenwood, Refs. 7-10
Revision of prewously reported values (see text)
TABLE 2. HELIUM PRODUCTION MEASUREMENTS FOR REACTOR-~IRRADIATED COPPER
core Neutron Fiuence 4 . (b) Calculated
Helght(a) {1058 n/cmg) He Concentration {appm) Measured
Experiment  Sample {cm) Thermal  Total Measured Calculated! ¢} {C/E)
ORR-WE2 Cu-1 +14,67 0.31 1.18 1.24 0.76 (d) 0.61
cu-2 + 7.84 0.38 1.42 1.52 0.91 {d) 0.60
cu-4 + 1.13 0.42 1.58 1.68 1.02 {d) 0.61
cu-3 - 581 0.45 1.68 1.82 1.08 {d} 0.59
ORR-MFE4A2 Cu-Y4 - 365 inner 0.45 1.75 1.97 1.35 {d) 0.69
cu-5 = 540 inner 0.45 1.76 2.02 1.36 (d} 0.67
Cu-8 - 541 outer 0.49 1.88 2.16 1.44 (d) 0.67
cu-4 -13.82 outer 0.47 1.78 2.03 1.37 {d) 0.67
Cu-1 -13.97 inner 0.43 1.66 1.88 1.29 (d) 0.69
GRR-MFE4B Cu-3 -13.64 inner 0.54 1.76 2.03 1.45 (d) 0.71
cu-4 -13.64 outer 0.58 1.81 1.99 1.38 (d) 0.69
HFIR-RB/HF Cu-72 +20.24 0.0091 0.095 0.072 0.039 0.54
(Hf-covered} Cu-75 - 3.88 0.0162 0.170 0.117 0.070 0.60
cu-77 -13.41 0.0127  0.132 0.0% 0.055 0.57
HF IR-RB/HF Cu-83 +11.51 0.139 0.384 0.113 0.069 {e) 0.61
{ bare) cu-85 - 3.73 0.158 0.435 0.136 0.079 (e) 0.58
cu-87 -12.62 0.127 0.351 0.110 0.063 (e} 0.57

a)

{ )D1stqnce above core midplane_

(C)Aton’fic parts per million {10 ~ atom fraction)

(d)L R. Greenwood, Refs. 6,7,9,11 . . o

(e) Revision of previously reported values (see text) ; omits thermal three-stage reaction contribution
Pred'ict'ion includes 0.002-0.003 appm thermal contribution
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TABLE 3.

HELIUM PROOUCTION MEASUREMENTS FOR REACTOR-IRRAOIATEO TITANIUM

Core Total 4 ; (b) Calculated
Height(a) Fluence He Concentration (appm} Measured
Experiment Sample (cm) (1022 n/cm?) Measured Calculated{¢c) (C/E)
ORR-MFE2 Ti-1 t14.67 1.18 0.78 1.75 (d) 2.24
Ti-2 + 7.84 1.42 0.94 211 (d) 2.24
Ti-3 - 5.81 1.68 1.09 2.49 {d} 2.28
ORR-MFE4AZ Ti-M5 - 3.02 inner 1.75 1.16 2.73 2.36
Ti-5 - 422 inner 1.76 1.16 2.74 {d) 2.36
Ti-8 - 4.22 outer 1.88 1.23 2.89 [dq) 2.35
Ti-V5 -12.23 inner 1.70 1.12 2.66 2.37
Ti-4 -12.62 outer 1.81 1.18 2.79 (d) 2.36
Ti-1 -12.78 inner 1.69 1.13 2.64 (d) 2.34
ORR-MFE4B Ti-3 -11.73 inner 1.84 1.20 2.96 2.47
Ti-4 -11.73 outer 1.89 1.20 2.96 2.47
HilR-CTR32 Ti-3 + 457 4.80 2.17 5.52 {d) 2.54
HFIR-CTR31 Ti-1 t21.23 5.51 2.52 6.04 (d) 2.40
Ti-3 + 4.57 9.65 4.29 10.49 (d) 2.45
Ti-5 -12.10 8.34 3.90 9.46 (d) 2.42
HiIR-CTR30 Ti-1 +21.23 10.92 5.27 12.27 2.33
Ti-3 + 457 19.14 8.49 21.44 2.52
Ti-5 -12.10 16.53 7.67 18.67 2.43
HFIR-RB/HF Ti-74 - 0.08 0.174 0.086 0.210 2.44
(Hf-covered) Ti-77 -12.78 0.136 0.064 0.160 2.50
Ti-78 -19.76 0.086 0.046 0.114 2.50
Hr TR-RB/HF Ti-82 120.72 0.233 0.068 0.132 1.93
( bare) Ti-84 - 0.07 0.446 0.106 0.234 2.21
Ti-86 - 7.69 0.408 0.096 0.209 2.17
Ti-88 -18.81 0.241 0.067 0.130 1.93
EE;Distance above core midplane_
(C}Atomic parts per million {10 = atom fraction)
(d)L’ R. Greenwood, Refs. 6-11
Revision of previously reported values {see text)
TABLE 4. HELIUM PRODUCTION MEASUREMENTS FOR REACTOR-IRRAOIATEO NIOBIUM
Core Total : {b) Calculated
Height{a) F%Léence 4He Concentration (appm) ~Measured
Experiment Sample {cm) {1022 n/cmd) Measured Calculated(c) {C/E)
DRR-MFE2 Nb-1 +15.37 1.16 0.286 0.165 0.58
Nb-2 + 8.54 1.40 0.335 0.202 0.60
Nb-3 - 511 1.67 0.400 0.241 0.60
ORR-MrE4A2 NbI~} -13.38 inner 1.68 0.511 0.286 0.56
Nbl -4 -13.22 outer 1.80 0.544 0.296 0.54
HF IR-CTR32 Nb-3 + 4.73 4.79 0.78 0.59 0.75
HFIR-CTRIT Nb-1 +21. 39 5.44 0.90 0.66 0.73
Nb-3 + 4,73 9.64 1.54 1.18 0.76
Nb-5 -11.94 8.38 1.43 1.02 0.71
HiIR-CTR30 Nb-1 t21.39 10.79 1.93 1.32 0.68
Nb-3 + 473 19.11 3.09 2.33 0.75
Nb-5 -11.94 16.60 2.69 2.03 0.75

See Table 3 for footnotes.
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TABLE 5. HELIUM PRODUCTION MEASUREKNTS FOR REACTOR-IRRADIATED CHROMIUM AND PLATINUM

Core Total 4 . {b) Calculated
Height (a) Fluence He Concentration {appm} Measurad
Material Experiment {cm) (1022 n/cm?) Measured Calculated{¢] (C/E)
Chromium ORR-M"E4A2 - 3.02 outer 1.87 0.701 0.96 1.37
HF IR-RB/HF - 8.89 0.155 0.049 0.052 1.06
(Hf-covered)
Platinum ORR-M-"E4A2 - 3.02 outer 1.87 0.0041 - -
HF IR-CTR30 -16.34 14.13 0.032 - -~
-24.67 7.39 0.015 -- -

Si?Distance above core midplane

{¢yomic parts per million (107" atom fraction)
L. R. Greenwood, Refs. 7,10,11

TABLE 6. SUMMARY OF CALCULATION/EXPERIMENT (C/E) VALUES FOR ANALYZED MATERIALS

Material Reactor C/E Vvalue Comments
Iron ORR 0.98 f 0.03
HFIR-PTP 0.98 + 0.07 PTP position; some fluence dependence observed
Copper ORR 0.65 + 0,04 Fast neutron calc., thermal effect adds -3-9%
HF IR-RB {0.57 + (.03 Hf-covered samples, RB position; fast neutrons
0.59 * 0.02 Bare samples, RB position; fast neutrons
Titanium ORR 235 * 0.08
HFIR-PTP 244 =+ 0.07 PTP position
HFIR-RB {2.48 £ 0.03 Hf-covered samples, RB position
2.06 * 0.15 Bare samples, RB position
Niobium ORR 0.58 + 0.03
HFIR-PTP 0.73 + 0.03 PTP position
Chromium ORR 1.37 Single comparison only
HF IR-RB 1.06 Hf-covered RB position; single comparison only
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In general, the results demonstrate the ability to use energy-spectrum and helium generation measurements in
mixed-spectrum reactors to test spectrum-integrated helium production cross section evaluations. They point
out the r?sence of discrepancies in some ENDF/B-¥ cross sections, and our previous work has also demon-
strated{12} the presence of unexpected high-fluence effects that can contribute significantly to helium
production. The high-fluence effects can be used advantageously, such as by doping copper alloys with zinc
(an intermediate product of the copper three-stage reaction), to simulate fusion reactor helium generation
in mixed-spectrum fission reactors. The cross section discrepancies point out the importance of performing
direct helium measurements for all materials of interest in fusion test environments, over the full range of
applicable neutron fluences. The measurements provide direct data for the interpretation of materials
effects and tests for helium predictions. The combination of measurements and predictions can then be used
to provide accurate helium estimates for materials irradiations.
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7.0 Future Work

Work is continuing to integrally test helium generation predictions for new materials that have been, and
will be, irradiated in mixed-spectrum reactor experiments. Helium production measurements in progress
include Al, V, zn, and Mo. Comparisons between the results and calculations will be used to improve helium
generation predictions for fusion materials irradiations.

8.0 Publications

D. W. Kneff (Rockwell), L. R, Greenwood {ANL), B. M. Oliver, and R P. Skowronski (Rockwell), "Helium Pro-
duction in HF IR-Irradiated Pure Elements,"” presented at the Second International Conference on Fusion Reac-
tor Materials, Chicago, April 1986 and submitted for publication in J. Nucl. later.

D. W. Kneff, B. M. Oliver, H Farrar IV (Rockwell), and L. R. Greenwood {ANL}, "Helium Production in Pure
Elements, lIsotopes, and Alloy Steels by 14.8-MeV Neutrons,” Nucl. Sci. Eng., 92, 491 (1986},

18



CHAPTER 3

REDUCED ACTIVATION MATERIALS

19



PROSPECTS FOR REDUCED ACTIVATION ALLOYS
0. G. Doran (Hanford Engineering Development Laboratory), A. F. Rowcliffe (Oak Ridge National
Laboratory), and F. M. Mann (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this work is to review the status of efforts to reduce the activation of first wall
materials to qualify them for near-surface waste disposal.

2.0 Summary

A description is given of the framework within which the development of alloys exhibiting reduced
activation is being pursued in the U.S5. The current status and future prospects of this effort is

briefly reviewed. The goal is to reduce activation to a level precluding the need for geologic
disposal in order to help make fusion power environmentally and economically attractive. Initial
efforts at reducing activation are aimed at replacing problem elements -- especially Nb, Mo, and Ni- -

with more benign elements in analogues of structural alloys such as Ti-modified 316 stainless steel,
the ferritic/martensitic steels containing 9-12% Cr, and the lower Cr (2%) ferritic/bainitic steels.
The intrinsically low activation vanadium alloys are also under study; these are not common structural
materials, so a data base is only slowly accumulating. Although this work is at an early stage, it
provides evidence for optimism that the goal can be met.

3.0 Program

Title: Irradiation Effects Analysis
Principal Investigator: D. G. Doran
Affiliation: Westinghouse Hanford Company

4.0 Relevant OAFS Program Plan Task/Subtask

No tasks on reduced activation were identified in the original OAFS Program Plan.

5.0 Accomplishments and Status

5.1 Introduction

The purpose of this report is two-fold. One is to examine the framework within which the development
of alloys exhibiting reduced activation is being pursued. The second is to survey the current status
and future prospects of this development effort.

The U.S. Magnetic Fusion Materials Program has adopted as a major objective the reduction of the
activation of fusion reactor components. The general objective is, of course, to help make fusion
power environmentally and economically attractive, hence increasing both public and utility acceptance.
More specifically, reduced activation can (1) decrease the cost and environmental impact of disposing
of activated wastes, (2) simplify maintenance and other tasks requiring handling of irradiated
materials, (3) decrease personnel exposures, (4) decrease the consequences of certain types of
accidents, and (5) increase the potential for recycling of critical or expensive materials. Current
thinking is that the greatest impact can be made in the area of waste management.[1}] The minimum goal
is to reduce activation to a level consistent with near-surface burial, thus precluding the need for
geologic disposal. W will not discuss the other potential benefits further, except to point out that
the role of half-life and type of radioactive emissions is different for each, hence each leads to
different restrictions on material compositions.[2]

5.2 Materials Design Guidelines

The materials designer needs quantitative guidelines on acceptable constituents. To provide these
requires, first of all, predictions of the radioactivity induced in all potential reactor materials for
the range of neutron fields each may encounter in a fusion device. Although many such calculations
have been performed, there is still a need to reduce uncertainties in some cases (as illustrated below)
and to broaden the range of flux-spectra examined. Secondly, a basis is needed for deciding on



acceptable levels of activation. The U.S. Nuclear Regulatory Commission (NRC) has established
concentration limits {Ci/m3) for several radionuclides of importance in waste streams from fission
reactors and medical applications, viz., the long-lived Ni-59, Nb-94, Tc-99, and C-14 and the shorter-
lived Co-60, Ni-63, and H-3. These limits, published in the U.S. Code of Federal Regulations
(10CFR61), define whether a material containing one or more of them qualifies for near-surface burial.
The role of the NRC is to regulate operations so as to ensure that standards are met. The standards
themselves are set by the U.S. Environmental Protection Agency (EPA). The EPA is currently preparing a
standard on "low level waste" (irradiated metals at any level of activation are low level wastes by
EPA definition) which will probably be expressed in terms of personnel exposures. It is expected that
they will be consistent with those used by the NRC in preparing 10CFRé1.

Using reasoning similar to that of the NRC, the 10CFR6! |ist has been augmented {3,4] to cover other
radionuclides important for fusion applications. Some of these are given in Table 1, along with the
composition limits they imply for two conceptual reactor first wall spectra. The STARFIRE and MARS
spectra were chosen because the former, being water cooled, has a significant number of low energy
neutrons that are absent in the latter. The six-year exposure corresponds to 21.6 MW-y/mZ in STARFIRE
and 25.8 r‘l'w—y/m2 in MARS; the cooling period is negligible for the radioisotopes listed. Several
points can be made with reference to Table 1. Comparison with earlier calculations [4,5] for a shorter
exposure shows that Ni, Nb, and Mo activation is roughly proportional te the fluence (actually
increases somewhat less rapidly than the fluence because of burnout). Tungsten activation, on the
other hand, varies as the sixth power of the fluence as a result of the six neutrons that must be
absorbed to produce Ir-192. The dependence of activation on the first wall neutron $pectrum can be
large if {n,gamma) reactions dominate, because the cross section is generally high at low neutron
energy. This dependence is enhanced in the case of tungsten by the high sensitivity to fluence.

TABLE 1
RECENT ACTIVATION CALCULATIONS WITH EXPANOEO DATA BASE
(Six Years, 3000 Day Cooling)

Disposal Acceptable Concen.
Halflife Limit Limit/Activation
Element Product (Years) (cirmiyl STARFIRE MARS
N C-14 5,730 80 -150 wppm  -190 wppm
Ni Ni-59 76,000 220 .024 .041
Ni-63 100 7000 0044 .021
Nb Nb-94 20,000 0.2 2 ppm 2 ppm
Mo Nb-94 20,000 0.2 280 ppm 120 ppm
MO-93 3,500 30 est.2 270 ppm 500 ppm
W I'r-192% 241 1 est.3 >0.2 ppmd  >>1
Pt-193 50 2x105est .3 0.04 >>1

1. 10CFR61 Class C

2. Estimated by Kennedy [ 3]

3. Estimated by authors

4. Could be low by a factor of 1000 or more--cross sections must be evaluated.

Varies as (fluence)®.

The results in Table 1 were obtained with a greatly expanded data base [6] and relatively fine time
steps in order to achieve completeness. To create such a data base required the estimation of many
cross sections. The new emergence of tungsten as a potential activation-limited element is presented
here primarily to illustrate why additional calculations were deemed necessary. The next step with
tungsten, and several other elements, is to review the relevant nuclear data and perform evaluations
where necessary, then recalculate the activation. The estimated disposal limit will also be reviewed
prior to proposing any new composition restrictions.

It is important at present that composition [imits such as those in Table 1 be used only as guidelines
in selecting candidate materials for study.[7] The limits depend, of course, on the assumed component
lifetime. The actual concentration of radioactivity at the time of disposal will depend on the
dilution that results fom the manner of decommissioning. (On the other hand, dilution is not a
panacea because the total volume of waste may become unacceptable.) Furthermore, the field of low
level waste disposal is in a state of evolution. For example, simple near-surface burial in trenches
is yielding to engineered structures, hence acceptable concentrations, particularly of activated
metals, may change. And of course there are widely differing opinions on what the public perception of
radwastes will be in the next century.
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The approach in the U.S., therefore, is to develop the data base necessary for future decisions. This
includes evaluating the potential for reducing the activation of materials through elemental tailoring,
isotopic tailoring, and impurity control.

5.3 Reduced Activation Alloy Studies

The fusion reactor structure that will achieve the highest level of radioactivity is the inner blanket
region, especially the first wall. Therefore initial efforts at reducing activation are on potential
first wall alloys. The straightforward approach being taken is to try to replace the problem elements
with more benign elements in those structural alloys for which there is an extensive data base. These
are the austenitic steels such as Ti-modified 316, the ferriticimartensitic steels containing 9-12% Cir,
and the lower @ ferritic/bainitic steels. A parallel effort is the examination of the intrinsically
low activation vanadium alloys.

5.3.1 Reduced Activation Austenitics

In the austenitics, the immediate objective is to decrease the major constituent nickel to, at most, a
minor constituent. There is a considerable commercial history of replacing nickel with manganese in
stainless steels in order to conserve nickel. Since Mn is only about half as effective as Ni in
stabilizing the FCC austenite phase, it is necessary to compensate by increasing the concentration of
other stabilizers such as N or C. Nitrogen is by far the most effective solute strengthener, inhibits
the formation of delta ferrite, and strongly depresses the martensite transition temperature. The
substitution of Mn for Ni increases the solubility of N in austenite, thus making possible the
development of high-nitrogen steels with enhanced strength such as the AISI 200 series stainless
steels. Steels based on the 200 series have been developed that have good strength and toughness at
cryogenic temperatures. Similar properties can be achieved in low nitrogen steels if the Cr
concentration is reduced to a few percent and the C concentration increased. These materials find
application as structural components in superconducting magnets and a good technological base exists

for melting, fabricating, machining and welding these high Mn alloys. [8}

The commercial Mn steels do not necessarily provide a sound basis for the development of low activation
alloys. They were not designed for phase stability and mechanical strength at elevated temperatures.
The nitrogen levels of most of them considerably exceed the current guidelines. Furthermore, in the
lower nitrogen alloys, the QG concentration is too low to confer adequate corrosion resistance.
Nevertheless. in order to provide some insiaht into the radiation resoonse of these steels. a limited
number of commercial alloys (see Table 2) ire being irradiated in the FFTF.  Swelling, hardening and
ductility measurements will be made on TEM disk specimens.

The possibility of developing a new set of Mn steels for first wall and blanket applications is being
explored in the U.S. fusion materials program. A strategy for the development of low activation
austenitics has been described by Klueh and Bloom.[9] Existing phase diagrams and the Schaeffler
diagram provide the initial basis for selecting compositions in a stable austenite region. This leads
to Cr concentrations ranging from 10 to 20 %, Mn from 15 to 20 % and C from 0.1 to 0.4 % (allowing for
the considerable uncertainty in the multiplying factor for M). The first step is to find compositions
that remain austenitic after cold working or aging to 800°C. This will be followed by appropriate
alloying to eliminate unwanted intermetallic phases and to promote strengthening through carbide and
phosphide dispersions.

TABLE 2
COMPOSITION OF COMMERCIAL Fe-Cr-Mn AUSTENITIC
STAINLESS STEELS (WT%)

Designation  Vendor Cr Mn Ni Si Mo Cu A1 N C P
Nitronic 32 ARMCO 18 12 15 06 02 02 =-- 04 01 0.02
18/18 Plux CARTECH 18 18 05 06 11 10 -- 04 0.1 0.02
ARCR 0033 CREUSOT-MARREL 10 18 0.7 0.6 -- == -- 06 0.2 --
EP-838 U.S.S.R. 12 14 42 04 09 01 0.7 002 --
NMF-3 CREUSOT-MARREL 4 19 02 0.7 =-- == -- 0.09 0.60 0.02
Nonmagne 30 KOBE 2 14 20 0.3 -- -- -- 0.02 0.60 0.02
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In parallel with this work on the physical metallurgy of the Fe-Cr-Mn-C system, the compositional
dependence of swelling in the Fe-Cr-Hn system is being investigated by Garner et at.[10] It is well
established that maximum swelling resistance, characterized by a long incubation period, is exhibited
in the Fe-Cr-Ni system for Ni in the 35-45 % range and Cr held below 15 %, 1i.e¢., the Invar region in
which many physical properties exhibit anomalous behavior.  Since Fe-Cr-Mn also exhibits anomalous
properties at 35 % Mn, the composition range from 15 to 35 % Hn is being explored. Early results from
irradiations in FFTF indicate that this system iS prone to phase instabilities not observed in the
corresponding Fe-Cr-Ni system. Density changes depend only weakly on composition and appear to be due
to ferrite formation and segregation-induced changes in the lattice parameter, as well as void
swelling.

Some exploratory irradiations are in progress to determine the effects of various solutes on the
swelling resistance.[11]

A major impediment to the successful development of manganese steels for fusion applications may be the
ease with which Mn is transported across surfaces. The high evaporation rate at 600°C has frustrated
the performance of heavy-ion irradiations of Fe-Cr-Mn alloys. Corrosion studies on these alloys
indicate high transport rates of Mn into liquid metals.[12]

The prospects for developing reduced-activation austenitic steels are still very uncertain.
Substantial progress has been made in defining a region in the Fe-Cr-Mn-C system within which the
austenite phase is stable under cold working or short-term aging at 800°C.[13] Such a region would
provide a promising basis for an alloy with swelling resistance and mechanical properties at least
equivalent to the current nickel-bearing PCA. On the other hand, no intrinsically low-swelling region
has been found for the Fe-Cr-Hn system. The substitution of Mn for Ni increases corrosion rates in
liguid metals, thus narrowing the temperature range of application. The effects of the substitution on
corrosion rates in water are unknown to the authors.

5.3.2 Reduced Activation Ferritic/Martensitic/Bainitic Steels

The bainitic and martensitic steels containing between 2-1/2 and 12 wt% Cr possess some distinct
advantages over the austenitic stainless steels, such as their excellent resistance to void swelling,
lower corrosion rates in liquid metals and higher thermal stress resistance. A further advantage is
that a much greater range of metallurgical options is available for trying to achieve well balanced
compositions exhibiting reduced activation. As with the austenitics, the initial approach is to
develop alloys which do not rely on the presence of Cu, N, Ni, Nb or Mo for their engineering
properties. Neither Cu nor N are essential elements. Although small amounts of Ni (-0.5 wt%) are
sometimes used to eliminate delta-ferrite in high Q@ steels, other elements such as Mn or C can be
used. Niobium is an important ingredient of at least one ferritic steel (Mod 9Cr-1Mo Nb-V), but its
function could possibly be served by Ta or Ti. The main challenge facing the alloy designer is to
replace Mo satisfactorily. It is an important element in that it confers hardenability and
strengthening, both from solid solution effects and from carbide precipitation. Fortunately, both V
and W are potential substitutes for Mo -- both elements are carbide formers and both restrict the
gamma-phase field. However, there are significant differences between W and V in their influence on
hardenability, their effectiveness as ferrite stabilizers, their role in carbide forming reactions, and
their diffusivity. And, as noted earlier, W may be less benign radioactively than previously thought.

The emphasis in the U.S. Fusion Materials Program is on HT-9 (12% Cr), reflecting in part the extensive
irradiation experience gained with this alloy in the Liquid Metal Reactor Cladding and Duct Program.
However, for fusion applications, it is not clear that Cr contents as high as 12 wt% are necessary;
indeed, lower Cr steels may well have some attractive properties such as lower DBTTs and better
weldability. Consequently, the US. program to develop reduced activation materials encompasses a wide
composition field. Chromium contents ranging from 2-112 to 12 wt% are being explored. producing
structures ranging from fully bainitic to fully martensitic, including duplex ferrite-containing
structures. A central thrust of the program is to explore the metallurgy of both bainitic (2-112 wt%
Cr) and martensitic (9 wt% Cr) steels in which a) vanadium is varied between 0.25 and 15 wt%, and b)
vanadium is fixed at 0.25 wt% while tungsten is varied between 1.0 and 25 wt%k. In the 12 wt% Cr
class, vanadium is also fixed at 0.25 wt% and tungsten varied between 1.0 and 2.5 wt%; M
concentrations up to 6.0 wtk are required to suppress delta-ferrite formation.

The current program seeks to develop alloys analogous to the commercial 2-1/4 Cr - 1Mo, 9Cr - 1Mo
VN-b and 12Cr-1Mo W-V in terms of tensile properties, DBTT characteristics and long-term thermal
stability. The work is at an early stage. Based upon tempering and microstructural studies, an
initial survey of tensile properties, and some data on the effects of low dose neutron irradiation on
precipitation strengthening, several alloys at each Cr level have been identified with properties
approaching those of the corresponding Mo-bearing conventional alloys. The current status of these
efforts is reviewed by Klueh, Gelles, and Lechtenberg.[14] From these initial results, the prospects
appear to be favorable for the development of bainitic/martensitic steels that do not rely on the
presence of Cu, Ni, Mo, Nb or N for their properties.

Once the initial series of optimizations is complete and a firm metallurgical basis established, larger
heats of material will be obtained to address the areas of weldability, corrosion behavior and
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radiation response in parallel. The correction of serious problems in any one of these areas will
probably affect performance in the other two. As for radiation effects, swelling is unlikely to be a
major problem, but the effects of radiation on hardening at temperatures <450°C and on segregation and
precipitation at higher temperatures may be significant. These phenomena can lead to major changes in
fracture mode and to reductions in toughness. Other important phenomena are thermal and radiation-
enhanced coarsening of the microstructure leading to significant reductions in creep strength. At
present, our limited understanding of these phenomena can only provide minimal guidance in developing
radiation damage-resistant compositions and microstructures. The successful develooment of reduced
activation alloys depends heavily on current efforts to relate property changes to' composition and
microstructure in the conventional alloys.

The effects of helium on the performance of ferritic steels is largely unknown. This area is being
approached by using Ni-doping, including isotopic tailoring, to generate helium during HFIR
irradiations in order to study the effects of helium on void swelling, tensile and Charpy impact
properties.[15,16] The isotopes 23Ni and 5INi are utilized to produce helium and the isotope BONj

(which does not produce helium) is used for control purposes. If this work shows that conventional
ferritic steels are susceptible to helium effects, then similar strategies for exploring helium effects
will have to be applied to the reduced activation steels.

5.3.3 Vanadium Alloys

From the point of view of reduced activation, alloys systems based on vanadium have a distinct
advantage over the ferritic and austenitic steels. Useful alloys already exist based upon ternary and
binary systems of V with Cr, Ti and Si -- all elements that have favorable activation characteristics
with respect to waste requirements, hence need not be replaced. The major problem is with impurity
control, particularly with regard to Nb, which must be restricted to levels of the order of 1 appm.
(This restriction applies equally, of course, to ferritic and austenitic stainless steels.)

Vanadium alloys have several other advantages over stainless steels. The higher thermal conductivity
and lower thermal expansion coefficient allows vanadium alloys to accommodate higher thermal heat
fluxes. The tensile and creep strengths of vanadium alloys are retained at much higher temperatures
and offer the potential for operation at temperatures in the region of 700°C. In common with many BCC
materials, vanadium alloys possess good resistance to void swelling. Finally, nuclear heating and
hydrogen and helium generation rates are all substantially lower than in stainless steels.

The U.5. program is currently devoting some 15-20% of its alloy development efforts to explore further
the potential advantages of the vanadium alloys. Useful data exists on alloys that were studied during
the 1960's for breeder reactor applications; these alloys, ¥-15Cr-5Ti, ¥-20Ti, VANSTAR 7, together with
V-3Ti-151 (developed by KFK Karlsruhe), form the starting point of the current program. Because of
limited resources, four main areas are receiving attention: a) the effects of neutron irradiation on
tensile and swelling properties, b) corrosion and interstitial mass transfer in Li and Pb-Li, c) the
influence of C, N, 0 and $ on mechanical properties, and d) ion-irradiation studies to explore the
effects of various interstitial and substitutional solutes, and helium, on microstructural evolution
and swelling. Because vanadium alloys have potential advantages for application in high heat flux
components, some effort is also being devoted to water corrosion studies.

Recent radiation effects studies of vanadium alloys have benefited from several improvements in
technique. The encapsulation of vanadium alloys in lithium-filled TZM capsules has been shown to
prevent the pick-up of interstitial elements C and N at temperatures up to 750°C. The application of
the “tritium trick"™ [17] has allowed limited studies of helium effects in vanadium alloys.
Temperature-controlled facilities in FFTFIMOTA, which can achieve 30 dpa per year at temperatures
>390°C, have been utilized. The exploration of radiation effects at low temperature and low doses will
require the use of the spectrally-tailored facilities which are now being planned for the HFIR RB*
positions.[18] Recent results from the irradiation program are reviewed by Braski.[19] Measurements
at neutron doses up to 40 dpa, both with and without helium, have confirmed the swelling resistance of
three of the four alloys (VANSTAR 7 is the exception).

Two potential areas of irradiation embrittlement have been identified. Post-irradiation tensile
testing showed that one of the alloys, ¥-15Cr-5Ti, was susceptible to a brittle, cleavage-type failure
at -400°C following irradiation to 10 dpa. A second type of low ductility failure, helium-assisted
intergranular embrittlement, was observed in the same alloy following irradiation to 40 dpa at
temperatures >500°C. No indications of these phenomena were observed in the Y¥-20Ti and VY-3Ti-15i
alloys which remained ductile at all temperatures. However, VANSTAR 7 showed signs of both phenomena
at 520°C. Clearly it is important to understand the embrittlement mechanisms and to determine which
regions of the V-Cr-Ti composition space are susceptible to them. Impurity content and thermo-
mechanical treatments are also important variables yet to be studied. The ductile behavior of the V-
20Ti and ¥-3Ti-151 alloys at 40 dpa is very encouraging and indicates that embrittlement phenomena can
be delayed to higher fluences or even eliminated through manipulation of alloy composition.
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Corrosion measurements in both capsules and in forced circulation loops have demonstrated the
resistance of vanadium to both dissolution and penetration by Li. However, a major concern regarding
the applicability of vanadium alloys in fusion systems centers on the mass transfer of the elements C
and Ni in a bi-metallic system. (Oxygen is not considered to be a potential source of embrittlement
since it tends to transfer from vanacium into the lithium.] C and N levels of the order of 2000-4000
appm can raise the DBTT for vanadium up to room temperature. Furthermore, corrosion rates can be
increased by the formation of non-adherent carbide or nitride layers. Present indications are that, in
order to maintain adequate corrosion performance and mechanical integrity, C and N concentrations in a
Li coolant would have to be maintained at levels on the order of 5-10 appm. Current experiments are
aimed at obtaining more information on the thermodynamics and kinetics of interstitial mass transfer,
the influence of coolant velocity and temperature gradient, and on effects related to alloy
composition. Work is also in progress on corrosion effects in Pb-17Li.

Corrosion studies in pressurized water at 288°C indicate that, provided the Cr content is high enough
to allow the formation of a passive oxide layer, corrosion rates are sufficiently low for vanadium
alloys to be utilized in water-cooled components.[20]

Many areas of vanadium alloy metallurgy remain to be examined, e.g. fabrication and welding, hydrogen
compatibility, crack growth, creep-rupture, irradiation creep and radiation effects at temperatures
<400°C. It is clear already that none of the four principal alloys has the optimum combination of
properties needed to meet the varied requirements of the fusion first wall and blanket environment. In
this regard, a review of the effects of substitutional solutes and interstitial impurities on the
mechanical properties of vanadium alloys, and of possible new directions for alloy development, has
been prepared by Diercks and Loomis.[21] The prospects appear favorable for producing alloys with good
swelling resistance, superior high strength and adequate toughness, from starting stock with adequate
control of Nb impurity to meet the requirements for near-surface burial. Impurity control during
fabrication and welding will pose problems which can probably be overcome with current technology. The
major objection to the use of vanadium is the difficulty of preventing contamination by interstitial
mass transfer in liquid metal systems. This problem could possibly be alleviated to some extent
through alloy development. However, the principal solution to the problem lies in developing an
adequate impurity control system, a situation somewhat analogous to that facing the breeder program in
the 1960's in regard to controlling oxygen levels in large sodium systems.

5.4 Conclusions

Studies of low activation alloys are at an early stage in the US fusion materials program. Emphasis i$
on understanding the necessary elemental tailoring of commercial iron-based alloys and on building a
foundation of knowledge of vanadium alloys.

The only low activation substitute for Ni in the austenitic steels identified to date is Mn. The high
mobility of this, element suggests that Mnh steels, in the absence of protective coatings, will be more
restricted in their application than the nickel-bearing steels.

The prospects are favorable for a reduced activation ferriticimartensitic alloy that is as good as the
current leading "high-activation" candidates. However, little is known about how these alloys will
respond to high helium levels. Early data on HT-9 shows that voids are nucleated in the presence of
high helium production rates. A further potential complication is that tungsten may prove to be an
unsatisfactory substitute for Mo, although vanadium may be used instead.

The vanadium alloys perhaps remain the most attractive for the long term, particularly iFfthe current
view that the Nb impurity can be adequately controlled is correct. This apparent attractiveness may
diminish, of course, as the slim data base is expanded.

Only when the current scoping studies are further advanced and actual alloy design has begun will it be
necessary to firm up the guidelines on compositional limits. In the meantime, more information is
needed to make the guidelines meaningful. This includes reactor decommissioning scenarios, including
waste management and recycling, and classifications for and limitations on waste disposal that will be

applicable in the future.
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SWELLING OF Fe-Mn AND Fe-Cr-Mn ALLOYS AT HIGH NEUTRON FLUENCE

F. A. Garner and H. R. Brager (Hanford Engineering Development Laboratory)

1.0 Objective

The object of this effort is to assess the suitability of austenitic Fe-Cr-Mn alloys as low activation
candidates for fusion reactor materials.

2.0 Summary

Swelling data on neutron-irradiated simple Fe-Cr-Mn and Fe-Mn alloys, as well as commercial Fe-Cr-Mn base
alloys are now becoming available at exposure levels approaching 50 dpa. The swelling rate decreases from
the ~1%/dpa found at lower exposures, probably due to the extensive formation of ferritic phases. As
expected, commercial alloys swell less than the simple alloys.

3.0 Program

Title: Irradiation Effects Analysis
Principal Investigator: D. G Doran
Affiliation: Hanford Engineering Development Lahoratory

4.0 Relevant OAFS Program Plan Task/Subtask

Subtask II.C.T. Effect of Material Parameters on Microstructure

5.0 Accomplishments and Status

5.1 Introduction

In an earlier report(]) it was shown that Fe-Mn binary and Fe-Cr-Mn ternary alloys appear to swell in a
temperature-independent fashion at ~1%/dpa after an incubation period on the order of 10,dpa. (See
Fiaure 1al. Thus the behavior of these alloys is similar to that of the Fe-Cr-Ni System(ZF;. It was also
shown, however, that unlike the Fe-Cr-Ni system the Fe-Cr-Mn system is much more prone to phase separation,
producing a large amount of ferrite as the irradiation proceeds.

One consequence of such a behavior is a reduction in the austenite fraction of the alloy matrix, leading
inevitably to a reduction in bulk-averaged swelling rate as the lower swelling ferrite phase increases in
volume. Density change data from the FFTF-MOTA irradiation program are now available at 49.8 dpa and 520°C
for most of the binary and ternary alloys and most of the commercial alloys. Some very limited data are
also available at 420°C and 46 dpa for the simple alloys.

5.2 Results at 520°C

Figure Ib confirms our expectation that at least at 520°C the swelling rate will fall as the irradiation
proceeds in the range 14 to 49.8 dpa. The resulting tendency toward saturation appears to increase for a
given manganese level as the chromium level decreases. W have not as yet shown that the ferrite fraction
increases in this exposure interval however.
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Figure 1 also shows that reductions in swelling can be accomplished via solute modification and/or thermal
mechanical treatment; commercial alloy AMCR 0033 is shown as an example. Swelling data for the other
commercial alloys at 49.8 dpa is given in Table |
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FIGURE 1. (@) Swelling at 9-14 dpa of Fe-Cr-Mn and Fe-Mn alloys at 420 and 520°C in FFTF-MOTA,

ﬁAbL) Swelling of these alloys at 520°C and higher fluence. The swelling of commercial alloy
AMCR 003 is also shown for comparison.

Table I.  Swelling of Commercial Alloys at 49.8 dpa and 520°C

Alloy Condition SwelTling
Nitronic 32 cw 3.5
18/18 Plus cw 2.2
AMCR 0033 cw 1.9
AMCR 0033 CWA 2.5
AMCR 0033 SAA 4.4
NVF 3 cw 0.1
NONMAG 30 cw 1.0
NONMAG 30 CWA 0.42
NONMAG 30 SAA 2.87
CW = cold-worked
CWA = cold-worked and aged

SAA = solution annealed and aged
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5.3 Results at 420°C and 46 dpa

At present, data on the complete set of simple alloys are available only at 9 dpa.{3} At 46 dpa we now
have swelling data for annealed Fe-19cr-20Mn (5.8%)and Fe-15Ce-15Mn (3.20. At 9 dpa the corresPonding
values were O.4% and 0.3 respectively. It therefore appears that at 420°c the saturation of swelling
occurs even more quickly than at 520°C. In this case, we must consider the additional possibility that a
martegsitic transformation may have occurred. This possibility will be explored during the next reporting
period.

54 Conclusions

Fe-Cr-Mn alloys are subject to phase decomposition during neutron irradiation, producing large fractions of
ferrite phases. The reduction of the austenite fraction is thought to cause a decrease in the bulk
sw?lllng rate. Commercial alloys were found to swell less than simple Fe-Mn binary and Fe-Cr-Mn ternary

al loys.
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Density change data will continue to be collected and microscopy will proceed on selected specimens.
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ELECTRON IRRADIATION STUDIES OF Fe-Cr-Mn AND Fe-Cr-Ni ALLOYS

H. Takahashi, H 1toh and_s. Onnuki (Hokkaido University
F. A. Garner (Hanford Engineering Development Laboratory
B. Hu (Beijing University of 1ron and Steel Technology)

1.0 Objective

The object of this effort is to utilize both HVEM and neutron irradiation to characterize the response of
Fe-Cr-Mn alloys in anticipated fusion environments.

2.0 Summary

Study of the elemental segregation that occurs at ?rajn boundaries durin? electron irradiation confirms
that” iron and chromium segregate at microstructural sinks in Fe-Cr-Mn alloys while nickel se?regates in
Fe-Cr-Ni alloys. This accounts partially for the difference in phase stability in the two alloy systems.
An example is shown that indicates that Solute additions can be used to suppress the segregation process.

3.0 Program

Title: |Irradiation Effects Analysis
Principal Investigator: D. G. Doran
Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask 11.c.1. Effect of Material Parameters on Microstructure
5.0 Accomplishments and Status

5.1 Introduction

A joint study involving Hokkaido University and Hanford Engineering Development Laboratory is currentl¥ in
grogr@ss and” involves the use of HVEM irradiation to study the microstructural evolution OF Fe-Cr-Mn alloys.
he first results of these studies will be published shortly and involves not only information on the com-
positional dependence of swelling and microstructural development but also on the helium dependence of

these processes.

In addition, however, these studies concentrate on the segregation behavior of these alloys. A feature of
these studies is therefore the conduct of irradiations that straddle a grain boundary. Examination of the

elemental profiles that develop near grain boundaries then_supplies valuable information on the role of _
various elements in the diffusion processes involved in void growth, irradiation creep and phase stability.

Our interest in the segregation behavior has been increased recently with the realization that Fe-Cr-Mn
alloys tend to decompose Into ferrite and retained austenite in a manner _which suggests that iron is the
slowest diffusing element in Fe-Cr-Mn simple ternary austenitic alloys. (1} " In Fe=Cr-Ni alloys nickel 1s
known to be the slowest diffusing c?mponent but 1S also known to increase the effective vacancy diffusivity
when its concentration is raised.(2
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In this report the results of segregation studies are_presented which confirm that while manganese can be
substituted for nickel to stabilize iron-based austenitic alloys, its effects on diffusion and segregation

are different from those of nickel.

5.2 Experimental Details

Electron irradiations were performed at 1¢00 Key in thg H- 1300 HyEM at Hokkaido University. The mean dose
rate in the center of the irradiated area was ~2 x 1072 dpa SQC'Y and_the maximum dose was 15 dpa.
The temperature range studied was 573-773¢, For the segregation portion of the study a grain boundary

viewed edge-on was selected to traverse the irradiated area.

The elemental composition were measured using a 200 xzv T£w/5TEM electron microscope equipped with an
energy dlsper3|ve_x—ra¥ spectroscope. The compositions were determined from the intensities of the k.«
x-rays for the major elements.

In this first group of studies, three alloys were employed, the compositions of which are shown in Table
l.  There is one nickel-stabilized alloy (fFe-15Cr-3081) and two Fe-Cr-Mn alloys. The first of these is a
S|mplesterngry, Fa-15Cr-20Mn, and the second is a solute-bearing alloy Fe-15c+-154n with additions of C, N
w, v, Si and P.

5.3 Results

Figures 1 and 2 show that nickel indeed segregates at grain boundaries_in Fe-15Cr-30Ni, with the amount o f
segregation increasing with temperature. Since nickel "is the slower diffusing component it would be
expected to segregate via the Inverse Kirkendall mechanism.
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In Fe-15Cr-20Mn, however, mn in general flows away from the boundary, as shown in Fiqure 3, confirming the
earlier suggestion that manganese-stabilized alloys might exhibit suhstantially different phase stability
compared to that of nickel-stabilized alloys. Segregation of iron at the expen?§ of manganese at micro-
structura? sinks thus leads to extensive ferrite formation in Fe-Cr-Mn alloys. (

Figures 4 and 5 show that segregation_in general 1S reduced in the solute-modified manganese alloy compared
to that of the ternary manganese-stabilized alloy.
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5.4 Discussion

The early results of the neutron irradiation studies{1) indicate that Fe-Cr-Mn alloys in general have a
greater tendency toward phase decomposition. Part of this tendency arises from the different diffusional
and segregational characteristics of nickel and manganese In iron-based austenitics. This study supports
the contention that manganese and nickel flow In opposite directions along point-defect gradien¥s generated

in the vicinity of microstructural sinks. It also appears, however, that solute additions can influence
this process such that some potential exists to desian a viable reduced activation austenitic alloy.



5.5 Conclusions

While both manganese and nickel can be used to stabilize the austenitic phase their diffusional and
segregation behaviors are different. These differences must be understood prior to the development of
Fe-Cr-Mn alloys for fusion service.

6.0 References

1. Ff. A Garner, H R, Brager, O. 5. Gelles and J, M. McCarthy, OAFS Quarterly Report DOL/ER-0045/24,
February 1986, pp. 22-29.

2. F. A Garner and W. G. Wolfer, J. Nucl. Mater. 122123 (1984) pp. 459-471.
7.0 Future Work

Irradiations of Fe-Cr-Mn allays with either neutrons or electrons will continue.
8.0 Pubi ications

"The Behavior of Solute Segregation and Void Formation in Fe-Cr-Mn Steel Under Electron Irradiation” will
be submitted by these authors to the 13th International Symposium on Effects of Radiation on Materials, to
be held in Seattle on June 23-25, 1986.

Table 1. Compositional analysis of alloys used. (wt%)

~ ATloy Nominal ]

Designation Composition Fe Ni Cr Mn C 0 N W Y 51 P
E21 fe«I50r-30M1 Bal 296 153 - 0.004 0.017 0.02 - - -
R70 Fe-15Cr-20Mn 65 - 15 2 - - - - - - -
R88 Fe-15Cr-15Mn{W,V) Bal 05 15 15 030 - 0.30 20 20 04 0.05
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CHAPTER 4

FUNDAMENTAL MECHANICAL BEHAVIOR
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MICROSTRUCTURE-MECHANICAL PROPERTY VARIATIONS IN Ht-9

G. E. Lucas, B, Haiti, C. Elliott and G. R. Odette (University of California, Santa Barbara)

1.0 Objective

This research is directed at determining microstructure-property-property correlations for cleavage
fracture in HT-9. Such correlations can he used to s:ssess the potential far operating fusion reactor
Structures in temperature regimes corresponding to lower shelf toughness.

2.0 Summary

Microstructure and mechanical property specimens of the ESR Heat of HT-9 were subjected to a set of heat
treatments. These consisted of combinations of five austenitizing temperatures (950-1200°C) and fivs
tempering conditions (650-780°C). The prior austenite grain (PAG) size and lath packet size were found to
increase with increasing austenitization temperature. Five different carbide types were identified. They
appear to be largely M;sCg and perhaps MsC and #e,C. Large blocky carbides at PAG boundaries appeared
only at low austenitization temperatures, and fine needlelike carbides in the matrix were absent at the
higher tempering temperatures. Elongated lath and boundary carbides increased slightly in size at higher
tempering temperatures. Lower shelf toughness showed a slight minimum at an austenitization temperature
of 1050°C and increased with increasing tempering temperature and time. Yield strength, ultimate tensile
strength and ductility all showed a peak for zo austenitization temperature of 1050°C. Values of critical
microclaavage Fracture stress (o%) also showed a peak with austenitizing temperature. This may indicate a
change in the controlling microstructural feature. Fracture surfaces exhibited largely cleavage facets
with ductile tear ridges at PAG and lath packet boundaries. These tear ridges may contribute to the
magnitude of %

3.0

Title: Damage Analysis and Fundamental Studies for Fusion Reactor Materials
Principal Investigators: ¢. R. Odette and G. E. Lucas
Affiliation: Department of Chemical and Nuclear Engineering, University of California, Santa Barbara

4.0 Ralevant DAFS Program Plan Task/Subtask

Subtask 11.C.14  Fracture Model Development

5.0 Accomplishments and Status

5.1 Introduction

Martensitic and duplex stainless steels are considered attractive candidate alloys for fusion reactor
Structures. However, their tendency to fail by brittle clsavagz fracture at low temperatures and the
potential for irradiation to raise the transition temperature delineating this cleavage regime from a
regime of ductile fracture have been identified as major problems to he resolved. We have previously
suggested that it may be possible to operate fusion reactor structures in the cleavage fracture e’
Demonstration of this requires that 1) irradiation and other environmental factors do zot significantly
degrade lower shelf toughness, 2) fracture occurs at stresses associated with general yield, and 3)
sufficient ductility is retained.
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Ensuring the irradiation insensitivity of lower shelf toughness requires understanding the basic
mechanisms of cleavage fracture, at least in terms of appropriate microstructure-property relations. We
have previously demonstrated3 that the Ritchie-Knott-Rice {rk®) model for cleavage fracture® appeared to
be consistent with the microstructure and the mechanical response of the ESR Heat of #T-%. The RxR model
postulates that cleavage fracture occurs when the applied stress ahead of a sharp crack exceeds a critical
stress o% over a critical distance g*. Both ¢% and 2+ appear to he sensitive only to the largs scale
microstructure. The work reported here is part ot a subsequent effort to further verify the applicability
of the rR¥R model for HT-9 and to develop a better understanding of the relationships between o and z* and
the microstructure.

5.2 Experimental Procedure

Standard Charpy-V-Notch specimens were cut with a TL orientation (notch parallel to the rolling direction)
from HT-9 plate described elsewhere.® Specimens were encapsulated in quartz tubes, which were then
evacuated and backfilled with helium. Five specimens each were conditioned at 25 different heat
treatments. Each heat treatment consisted o«f austenitizing at one of 5 temperatures for La, air cooling,
tempering at one of 5 tempering conditions, and air coaling again. Because of the encapsulation, the
cooling time was slightly longer than a normal air cool (i.=. t ~ 125¢ for a temperature decrease from
800°C to 500°C). The five austenitizing temperatures (t_) were 950, 1000, 1050, 1100, and 12c0°c. The
five tempering conditions are shown below in Table 1. ¥

Table 1
Tempering Conditions
Temperature, T Time, t 2. = T(°K)(log t(n) + 20)

(°c) (8) (x107%)

650 1 18.5

650 56 20

715 1 20

135 0.5 20

780 1 21

These were selected to provide an interesting range of tempering parameters, P,
range of conditions for a single tempering parameter (PT o) B

) as well as providing a

Following heat treatment, small microstructural specimens were cut from the CVN specimens and examined.
Prior austenite grain (PaG) sizes and lath packet sizes were determined by optical metallography.
Specimens were prepared either by chemically etching with 10:5:85 HF:HNO4:H,0 or by electrolytically
etching with €5:65:15:15 Hz0:HCL:HCaH40,5:HNO; at 1.5-1.75 volts for 455, Lath structure and carbides were
examined by thin-foil TEM. Discs were prepared by twin jet polishing in an 8% perchloric acid-in-
methanol solution at -35°C. Finally, PAG. lath packet, and lath size and carbides were examined by TEM
and AEM using carbide extraction replicas and two stage surface replicas. Extraction replicas were
prepared by L} etching the surface as described above, 2) vapor depositing a layer of carbon on the
surface, and 3) separating the replica from the surface in a solution of 10% XCl in methanol. Two-stage
surface replicas were prepared by standard acetate tape procedures applied to an etched surface. Chromium
was used to shadow the replica.

A variety of mechanical tests were applied to the heat treated CVN specimens. Rockwell harduesses were
first taken. Two CVN specimens were then fatigue pre-cracked to obtain crack length to width ratios in
the range 0.45-0.55. These were tested on an instrumented pendulum machine at .7¢ a/s at -101°c and
-112°¢, and the data were analyzed to obtain dynamic fracture toughness values LS under linear elastic
(lower shelf) or nearly linear elastic conditions.

One blunt notch CVN specimen was tested on the instrumented pendulum machine at room temperature; and two
blunt notch ¢ini*s, at -1cl1°¢, The room temperature data provided a measure of dynamic yield stress, and
the low temperature data could be used to obtain estimates of o* (procedures are described later). For
some conditions, yield stress and other flow properties were aisc determined from miniature round bar
specimens machined from broken CVN specimen halves. The gage section diameter of these specimens was
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1.52 mm, and the other dimensions were in proportion to the threaded round bar specimen described in ASTH
Standard E8.

Finally, fracture surfaces were studied by SEM using stereographic techniques. In some instances,
fracture surfaces were examined by an oblique sectioning technique to obtain a direct correlation between
surface topography and subsurface cracking and/or microstructure. To obtain oblique section fractographs,
1) the fracture surface is coated with an acid resistant lacquer, 2) the specimen is cut on a slow speed
cut-off wheel such that the sectioned surface makes an oblique angle with the fracture surface, 3) the
sectioned surface is ground, polished and etched, 4) the lacquer is diasolved, and 5) the resulting
specimen is examined at the fracture/section interface on an SEM.

5.3 Microstructural Results

PAG sizes were determined from optical micrographs by a combination of Hilliard*s circular test procedure
(ASTM Standard E112-80), the linear intercept method and direct microstructural measurements. Results
obtained with different techniques were comparable. The data are shown in Fig. 1. The PAG size increases
with increasing T, from about 25 pm at 950°C to 330 pm at 1200°C. These results are consistent with data
reported by Lechtéhberg and Heifrich® and Dobbs.?

Lath packet sizes {d_) were determined largely from two stage surface replicas, and where possible from
optical micrographs. P The former was found to provide more reliable data. To date, lath packet-sizes have
only been determined for two tempering conditions -- 650°C for lh and 78¢°C for lh == over the full range
of T_'s. Typical TEM micrographs are shown in Fig. 2, and a plot of the data is given in Fig. 3. The lath
packzt size, like the PAG size, increases with increasing austenitizing temperature from about 10 pm at
950°C to 95 pm at 1200°C. Tempering appeared to have no effect on lath packet size. The ratio of PAG
size to lath packet size is of the order 3:1 in all cases.

Lath width measurements were made largely on TEM micrographs obtained from thin foils. A representative
example is shown in Fig. 4. A complete set of measurements was attempted for specimens austenitized at
all temperatures and tempered at conditions of 650°C/1h, 650°C/56h and 780°C/lh. Lath width measurements
were somewhat more difficult to obtain than packet sizes or PAG sizes for a variety of reasons: good thin
foil images are more difficult to obtain, the laths exhibited a range of widths, and lath orientation
within a given region strongly affected image quality and size. However, based on multiple measurements,
it appears that lath size in all cases was of the order 0.8 pm with an average range of f0.3 pm. Hence,
lath width was not strongly affected hy T or tempering conditions. Since the lath boundaries were
highly decorated with carbides in all st it appears that lath boundary carbides largely prevent any
lath coarsening during tempering for the tempering conditions investigated. Since lath packet size
increases with TY' the number of laths per packet increases with TY as well.

Same carhide analysis has also been performed to date. Results have largely been obtained from inspection
of carbide extraction replicas. Analyses are ongoing, so results reported here should be considered
preliminary. Five general carbide types were observed, classed according to their morphology and
location. Representative micrographs illustrating some of the features described below are shown in Figs.
5 and 6. Large carbides (type 1) were present largely on PAG boundaries for T,'s of 950 and l000°C.
These large carbides were not found on PAG boundaries at higher T 's, but a few edisted randomly at T =

1050°C. They were slightly elongated, with sizes in the range 1lpm ¥ 3.5um. They became smaller and fewer
in number at increasing T . Smaller elongated carbides (type 2) were found along PAG boundaries for all
five T_'s. These carbide% decreased slightly in size and fractional grain boundary coverage as T
increasdd. Their sizes are of the order 0.06pm x 0.2pm. Carbides an lath packet boundaries (also type 2¥
were smaller and hlackier than those on PAG boundaries. At T_ = 1200°C the PAG boundary and lath packet
boundary carbides were nearly the same size. Although bloclier than PAG boundary carbides, the lath
packet boundary carbides become more elongated with increasing T,_. Their size was of the order 0.D&pm x
0.16pm. Two types of lath carbides were present. The first type (type 3) was a coarse blocky carbide
which was found throughout the material austenitized at 950°C. The number of these blocky carbides
decreased rapidly with increasing T_,. At T_ = 1200°C, these carbides were rare. Their size was of the
order 0.06pym x 0.06pm. The second type 4f lath carbides (type 4) were small and elongated. These
carbides became smaller, more numerous, more elongated, and more strongly oriented with increasing T
temperature. Their sizes were approximately 0.02pm X 0.l4pm at 1200°C, and 0.04pm X 0.2y at 950°cY
Finally, very small, needlelike carbides (type 5) were found distributed throughout the matrix at all
Ty's. Their sizes were on the order of 0.04pm X 0.01pm.

For a given T_, a number of changes in carbide characteristics occurred in going from 2 low (P.. = 18.5) to
a high (P L 21) tempering parameter. Most notably, the fine, needlelike precipitates (type 5}
present in the 650°C/lh tempered material (at all TY‘s) were no longer present in the 780°C/1h tempered
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Fig. 1. Prior austenite grain size as a function of austenitizing temperature. Micrograph inserts
depict the observed structure.



(b)

Fig. 2. hepresenrarive TEM micrographs of rwo-srage surface replicas taken from rhe 650°C-1h tempered
material austenitized at a) 950°C and b) 1200°C.
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Fig. 3. Plot of the lath packet size as a function of austenitizing temperature and tempering
conditions.

Fig. 4. Representative TEM micrograph of thin foil specimen taken from material austenitized at 1200°C
and tempered 650°C for lh.
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(b)

]

Fig. 5. QRepresentative TEM micrographs of carbide extraction iepiicas illustrating a) elongated, b)
blocky carbides at lath and lath packet boundaries in material austenitized at 950°C and
tempered at 650°C for Ih.
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(a)

(b)

Representative TEM micrographs of carbide extraction replicas illustrating a) massive PAG
boundary carbides in material austenitized at 950°C and tempered at 650°C for 1h, and b)
needlelike matrix carbides in material austenitized at 1200°C and tempered at 650°C for 1h.

(Note the alignment of the type 4 carbides versus the random orientation of the type 5
carbides.)
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material (again at all T_'s). Qualitatively, the general carbide density appeared to decrease and carbide
size to increase slightly ss the tempering temperature increased. Again analyses are in progress to
quantify this.

Carbide identification efforts have proceeded using both electron diffraction and X-ray energy dispersive
analysis. To date results have been largely obtained for the material tempered at s30°c for 1h.  Electron
diffraction has revealed the presence of carbides with lattice parameters of approximately 1.05 nm and
1.12 nm. The lattice parameter of 1.05 nm corresponds to the lattice parameter expected for M;iCg
carbides. The lattice parameter of 1.12 nm is similar to the lattice parameter of ¥;c carbides. At this
point in the analysis, it is still not certain that H;c carbides are present. In order to obtain
verification of the presence of M;¢ carbides, carbides have been extracted from the matrix and the powder
collected for examination with an X-ray diffractometer. The large (type 1) carbides as well as the PAG
boundary and lath packet boundary carbides (type 2) appear to be M,3Cgs. The intralath carbides (types 3
and 4) have lattice parameters of 1.05 and 1.12 om. In general the smaller, more elongated carbides (type
4) have a lattice parameter of 1.05 nm and are identified as H,3Cs. The blockier carbides (type 3) in
many cases have s lattice parameter of 1.12 nm. The very small carbides (type 5) have not been analyzed
for lattice parameter yet.

A representative sample of carbides from the material austenitized at 950, 1050 and 1:00°C and tempered
650°C for Ih have been analyzed by X-ray energy dispersive analysis. Tables 2, 3, and 4 summarize results
from the three conditions. The large PAG boundary carbides (type 1) present in the material austenitized
at 950°C were 64 atom%i Cr and 29 atem¥% Fe. These carbides were of similar composition at several
locations in the specimen. The large carbides reported in Table 3 far the material austenitized at 10350°C
(type 1) were located within the laths and were found to be of two distinct compositions. In one location
the large carbides were 32% Cr, 4?% Fe, and 12% Ho; while in another location they were composed of 57%
Cr, 38% Fe, and 3 Mo. The small intralath carbides (types 3 and 4) were found to have various
compositions. In the T = 9%0°C material, the elongated carbides (type 4) had a composition of 62% C«,
2% Fz,and 4 Ma, whiley the blocky (type 3) carbides had a composition of 29% Cr, 41% Fe, and 15% Mo. In
the T, = 1050 and 12006°C conditions, the type 3 and 4 carhide composition varied with location. As can be
seen ¥n Tables 3 and 4, the composition varied from 30 to 9% Cr, 20 to 45% Fe, and 2 to 20%#c. However,
in a given location, the compositions were similar. The type 5 carbides have widely different
compositions, suggesting there may in fact be two kinds of type 5 carbides. Most of these are probably
HosC, but we have yet to confirm this.

Table 2

Average Composition of Carbides in Ty = 350°C Material

(At %)

Type Cr Fe Mo W Ni v Mn
Large, Type 1 63.70 29.12 3.61 0.3 0.55 1.81 0.29
(Mz3Cs)
Small, Elongated 62.17 22.HA 4.25 2.41 3.03 4.06 1.08
TYPE 4) (MzaCG)
Small, Blocky, 29.08 41.47 14.91 2.15 5.97 0.28 5.54
Type 3, (MgC)
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Table 3

Average Composition of Carbides in Ty = 1050°C Material

(At %)
Type Cr Fe Mo W Ni \) Mn
Large, Type 1 32.52 46.64 12.42 4.30 1.47 0.66 1.98
51.36 35.61 3.43 1.08 0.36 2.09 0
Small, Type 3 61.25 25.29 5.91 1.44 1.06 1.86 0.68
& 4 40.90 31.68 16.15 4.17 4.11 0.45 2.52
48.16 30.26 11.80 3.30 2.80 1.17 2.51
Table &

Average Composition of Carbides in T_ - 1200°C Material

(At %)

Type Cr Fe Mo W Ni V Hn
Small Blocky, 33.95 33.66 22.60 3.08 2.92 0.43 3.34
Type 3 69.17 22.31 4.36 0.83 0.68 2.57 0.08
Small Long, 33.74 45_26 13.81 2.72 1.61 0 2.85
Type 4 40.12 32.82 8.54 1.29 5.61 1.61 4.00

64.44 26.99 2.41 0.75 0.54 4.42 0.46
Very Small, 40.12 9.89 41.80 5.12 0 0.62 1.87
Type 5 78.96 9.39 4.42 0.92 0.29 6.02 0

5.4 Mechanical Property Results

Rockwell C hardness data obtained from specimens at all heat treatments are shown in Fig. 7. As shown in
Fig. 7a, the hardness is little changed by austenitizing temperature, although there does appear to be a
slight increase in hardness in going from a T of $50%¢ to 1050°C. The hardness is more strongly affected
by tempering condition, and this is better illustrated in Fig. 7b where a typical tempering response is
indicated; i.e. the material becomes softer at higher tempering parameters, and the hardness is
approximately the same for the same g_.. This may he the result of the loss of the small needlelike
carbides as well zs a reduction in the matrix dislocation population due to recovery processes and a lass
of interstitial carbon from solution as large carbides continue to grow.

The yield strengths of heat treated materials have only been determined to date for a tempering condition
of €30°C-1h. Yield strengths were determined from both uniaxial tension and ¢vN tests at room temperature
and 10¢°C. The uniaxial tensile data are summarized in Fig. 8. Both strength and ductility appear to
show slight maxima (note the expanded scale) for a T of 1050°C. It is not clear at this time what
microstructural changes are responsible for this, but the ultimate tensile strength (UTs) data are
consistent with the hardness data trend. Moreover, the dynamic yield strengths dstermined from the cwN
test show the same trend. As discussed below, the static uniaxial and dynamic yield strengths are
consistent with one another when appropriately normalized.

The dynamic fracture toughness values (K.,) dstermined at low temperatures from PCCY tests are summarized
in Figs. 9 and 10. For points plotted here, the load-time traces indicated linear elastic failure and
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values of x 4 Were similar for the two temperatures, so K., values are probably representative of
lower shelf %ynamic toughness. For each tempering condition, X 4825 not appear to vary considerably with

T.,., although in most cases the data suggest a slight miniflun at T, = losg?c, (coincident with the
sfrength/hardaess peak).  There may be competing effects leading to thd relative insensitivity of X ., to
T,. For instance, based on our previous investigation, it might he expected that K_. would dechdase
ndrkedly with increasing T_, since the lath packet size increases by about ten times Fom T = 950° to
1200°¢ and since previous #urk suggests K, a o% a 1/Jd_ or the lower shelf. However, K_. sholild also be
proportional to a critical distance g* Hen ay scal® with PAG size. There may alsoibe other micro-
structural dependencies that have not been accounted for. For instance, it is known that carbide size can
scale with ferrite grain and lath packet size in bainitic structures, and hence the 1//3_ dependence of o*
may actually be a correlated dependence on carbide size. Same phenomenological =videdcs OF the carbidb
size dependence of KId is shown in Fig. 10, where K, . increases with P,, which alters neither the pa¢ size
nor the lath packet size but does change the carbidd size. Sorting this out will take further analysis.

We attempted to some. estimates of 7% in the following way. Using the K analysis of Wullaert et
al.® ok Fan be e\egiﬁatec{n From i g ey g P ¥
0% = (2n (L + é (¥ /2.89 0[ j)2| + l)oyd 1)
th

where

K_ = dynamic fracture toughness measured in a blunt notched CVN test under linear elastic

P conditions

p = notch radius of a CVN specimen {= .25 mm)

a_, = dynamic yield strength at the temperature and strain rate of the cvN test.
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Values of K_were determined from the low temperature instrumented cvN tests described earlier. Values of
0,4 Were oftainsd in the following way. We fit yield strength data obtained on as-received material
téStad over a range of strain rates (1073 to 10%2s7!) and temperatures (-loo*c to 30¢C) to the following
simple empirical expression

0 = 10(3.056- 9.18%107°T) ;0.0167

v (23

where oy is in#Pa, T in<°x, and £ in s~}

This is different than the expression we have provided previously,® but it provides a better fit to our
data in the strain rate-temperature regime of interest here. It wass then assumed that the strain
vrate/tzmpecaturs dependence of the yield strength of the heat-treated material was the same as for the as
received material; i.:. only the absolute value of g4 8L 2 particular strain rate and temperature
differed. This is based on cur observations of similss €-T dependence of o for a range of steels."

Hence, a value of o_. to be used in =q. (1) was obtained =s an average of thd static tensile yield and
elevated t.emperatureydCVN dynamic yield adjusted to the test conditions at which KP was obtained by using

-4
-g-lgxlo (Tl_TZ) m b 0167
(10 ),/

62) (3)

Uyd = Uyl = °y2

Values of o* so obtained are plotted against T, in Fig. 11. Like hardness and yield stcesgath, the
calculated vAlues of o show a peak at T, = 1l030*C. Also shown in Fig. 11 is a curve (dashed) depicting
the variation of o% ff it were a funcfion of lath packet size alone; that is previous studies®*?
including sur on" Juggest that o* ~ ¢/J3_ where C ~ 200 #Pamm and d_ is the lath packet size. Clearly
there are some uncertainties zsshcisted %with the methodology by whfch we have calculated o* and the
differences between the two <urves iIn Fig. 11 may be reduced when we evaluate o¢ by more rigorous
empirical methods. MHocsower, the value of C = 280 MPaym is derived from data on steels that are more
highly tempered than the ones we consider here. However, the shape of the curve indicates that a 1/4d_
dependence is not followed entirely. Again, the value o& may be controlled by carbide size rather thaf
lath packet size. Models proposed to describe such a mgchanism have beer proposed by smitu!? for mild
s;ee:]s containing lasmellar carbides and by Curry!® for spheroidized carbide steels. They are generally
of the fomm

o'fff = S (4)
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where C is a constant of the order 1.5, E is the Young"s modulus, z is the carbide size, and y_ the
effective surface energy. Knott?! has discussed a model similar to this for martensitic steels. PMore
recently Bowen and Knott™ " have provided experimental data on lath martensitic A5338 steel heat treated to
various grain sizes that suggests the micromechanism Oof cleavage fracture is the nucleation and
propagation of microcracks from autotempered carbides on or within prior austenite grain boundaries. |If
such is the case for HT-9, the variation in o% with T_ in the range 950°C to 1050°C might be explained in
the following way. As the HT-9 is austenitiigd at iREreasing temperatures, the large hlocky carbides at
the PAG boundaries decrease in size and density; if these are the primary sites for microcracks, eq. (4)
predicts o* should increase as T_ increases from 950 to 1050°C, in agreement With data in Fig. 11.
However, as discussed previously tie changes in carbide size for T_ > 1p50°Cc are not large, although U§
decreases with increasing TY' This may be a result of changes in yp, and this iIs addressed below.

5.5 Fractographic Analysis

Oblique section fractography has permitted us to look at the association between the fracture surface and
the subsurface microstructure. Wwe have most frequently observed an association between secondary surface
cracks (cracks out of the crack plane) and subsurface microcracks and carbide particles at PAG boundaries.
A representative micrograph is given in Fig. 12. Occasional association between microcracks and lath
boundary or lath carbides has been observed, but with much less frequency. Such cbservations support a
dependence of o% on a boundary carbide-micro crack in® mechanism.

SEM fractography of the fracture surfaces themselves has been conducted for a number of materials.
Typical micrographs are shown in Fig. 13. The fracture surface is largely covered with cleavage facets of
the order of the lath size. However, thin strips of ductile tearing were also found. Oblique section
fractographg showed these to he coincident with lath packet boundaries and PAG boundaries. As reported
previously,® we have also observed microvoids which appear to have propagated through one or more laths
and have arrested when they intersect a boundary between regions of high misorientation {e.g. lath packet
boundary).  Together, this suggests that microcracks are arrested at high angle boundaries and ductile
tearing is required for further advancement. The tearing ridges at PAG boundaries were thicker and higher
than those at lath packet boundaries. The ridges were nearly continuous along the boundaries, and could
also be used to estimate sizes of lath packets and FaG's. Table 5 provides a comparison of size estimates
of these two features obtained from tear ridge measurements on fractographs and from TEM of surface
replicas. Agreement is quite good.
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Fig. 12. Representative micrograph showing the association between a microcrack (C) and a PAG carbide
{?) observed in oblique section SEM.

Table 5
Size (um)*

Ty TEM Fractographic
{=c) Feature Analysis Analysis
950 PAG 2215 2915

Lath Packet 813 91
1000 PAG 30%10 40210
Lath Packet 16%3 1616
1050 PAG 86T T4ET
Lath Packet 2914 2819
1100 PAG 1754207 176439
Lath Packet 40%15 5010
1200 PAG 325240t 294150
Lath Packet 893115 85115

o _ - - - - -
Limits indicate range of sizes not standard deviations; numbers are based on approximately 50
measurements.

?Determined from optical micrographs
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(a)

() ; (c)

Fig. 13. Representative fractographs of heat treated HT-9 showing a) cleavage facets within a lath
packet, and ductile tear ridges at b) lath packet boundaries, and c) a prior austenite grain
boundary.
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Material | Tear Ridge Height (um)

Ty Tempering PAG Lath Packet Ratio of PAG/Lath

Boundary Boundary Boundary Ridge Heights
(°C) Temp Time
(°C) (h)

950 - 650 - 1 a1 10 3.1
1050 = 650 - 1 84 15 5.7
1200 = 650 - 1 145 18 8.0
1050 - 650 - 56 77 12 6.1
1050 = 715 - 1 86 12 7.1
1200 - 715 - 1 165 18 9.2
1050 - 735 - 0.5 93 13 7.2

950 - 780 - 1 36 7 5.1
1000 - 780 - 1 46 9 5.2
1050 = 780 - 1 89 14 6.5
1100 - 780 - 1 103 15 6-8
1200 - 780 - 1 135 17 79

5.6 Conclusion

While we are still in the process of collecting information, the data thus far suggest that both carbide
size and tear ridge height play a major role in the micromechanisms of cleavage fracture. As mentioned
previously, the increase in o%* from 2800 MPa to 3300 MPa as I _ increases from 950%C to 1050°C in the
material tempered at 650°C for lh is qualitatively consistent with a decrease in the size and density of
large PAG carbides; that is, eq. (4) predicts an inverse dependence of o% on large carbide size. The
decrease in o% as T_ increases from 1050 to 1200°C may he due to a decreafe in y_ . |If the largest PAG
boundary Carbides ade critical microcrack nucleation sites in this T regime, z ~p.8pm and y_ ~ 15 J/m2.
This is larger than the chemical free surface energy (2-4 J/m?), and’ the increase may be refated to the
ductile tearing that occurs in the formation of tear ridges. |If this is the case, y should be
proportional to the total boundary length times ridge height per unit area of fracture surfake. That is

1l dyman ¢ (A nan 1 ~nGEe D) (5)
b T A gty g Ry a 'd
g B P
where A = fracture surface area

d = PAG size
dP = lath packet size
hg = tear ridge height at PAG boundaries
hP = tear ridge height at lath packet boundaries

Using values of k_ and h_ given in Table 6 and values of d and d_ given in Figs. 1 and 3, values of the
last term in parefithesisPin eq. (5) are 2.6 for T_ = 950°c® 1.8 £8r T = 1050°C and 0.64 for T_ = 1200°¢
for material tempered at 650°C for lh. This suggggts the ratio of J?Y (and thus g% for constadt carbide
size) at TY = 1200°C vs. 1050°C should he ~ 0.6 which is consistent witR a? values in Fig. 11.
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If the RKR model, for cleavage fracture were to apply strictly to this system, the lower shelf toughness
should vary as K™° = o*1'5 g&  If g~ were of the order of the PAG size, as has been suggested in previous
studies,1’#*15 then using values of =% and £+ obtained here for the material tempered at 650°C for Ih, one
would expect a continuous 5-fold increase in K, , measured in the lower shelf regime as T_ increased from
950°C to izoocc.* As previously shown in Fig.Iéi, this is czarly not the case. The variafion of x_, with
T is modest with an approximate minimum at T+ 1030°C. Moreover, one might expect, based on arb‘ejments
alove, that for a given T_, as the material i tempered to higher P.'s, the value of o* would decrease,
because carbide size indrsases and tear ridge heights are relatiT/ely uninfluenced. = Since tempering
should not affect 2% if 2« = d , ¥ . should decrease with increasing P... Again, referring to Fig. 10, this
is the opposite of what we® havd observed experimentally. Consequently, it appears that a strict
proportionality between i+ and d_ nay not hold for the range of microstructures we have investigated.
Indeed, 2% may he a parametric cdhveaiznce which reflects the statistical nature of the cleavage fracture
process. That is, assume cleavage fracture sccurs when a critical microcrack aucleation/propagation event
is triggered ahead of the crack tip. |If, for instance, cracked carbides provide the nucleation sites, a
whole range of combinations OF carbide size and applied tensile stress can trigger the event. For =
stress field which varies strongly with position ahead of a sharp crack, cleavage occurs when the First
critical combination of stress and carbide size is achieved. This statistical approach has been evaluated
by a number of authors.®-20 curryl® demonstrated that the statistical approach was equivalent to the RXR
model when the plastic zene ahead -t the crack is larger than the critical distance. However, Evans” and
Saario et al.!® have derived expressions for cleavage fracture that are not equivalent to the RirR model.
At this time we do not have sufficient data to evaluate these alternate models completely, but we will do
so in future work.
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7.0 Future Work

We will continue to obtain microstructural and mechanical property data on heat treated materials. and we
will use the data to more fully evaluate micromechanistic models for cleavage fracture.
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APPLICATION OF HYUKOGEN EMBRITTLEMENT MODELS TU THE CRACK GROWTH BEHAVIUR OF FUSIUN REACTUR MATERIALS

Russell H. Jones (Pacific Northwest Laboratory)
1.0 Ohjective

The purpose of this evaluation was to apply existing models of hydroyen induced crack growth to examine the
potential effect of hydrogen on fusion reactor. matarials. Hydrogen from the piasma, cathodic corrosion and
nuclear reactions within a material was examined. The initial analysis was limited to HT~9 but other fusion
reactor materials such as vanadium alloys will be the subject of future evaluations.

2u Summary

Hydrogen induced crack growth rates of HT-Y have been estimated for three sources of hydrogen: the plasma,
nuclear reaction and aqueous corrosion. Estimdtes of crack growth rates were derived using hydrogen
embrittlement mode&s which describe the temperature and hydrogen activity dependence of .cracking. A crack
growth rate of 10™” ¢m/s at a reactor operdting temperature of 400°C was ohtained for a steady-state hydro-
gen concentration of U5 appm resulting from {n,p) reactions. while a mich slower Crack growth rate was
predicted for the same steady-state hydrogen concentration with an alternate model. These calculations have
shown the need for further research to assess the effect of temperature on crack growth. Other sources of
hydrogen give very slow hydrogen induced crack growth rates at reactor operating temperatures while signifi-
cant hydroyen induced crack growth rates are possible at lower tempsratures. For instance, hydroyen from an
aqueous corrosion reaction could produce a crack growth rate of 197" em/s at 25°C which could he significant
duriny extended downtime. Also, a non-equilibrium hydrogen,uptake from the plasma could occur from surfdce
reaction controlled effects, and a crack growth rate of 107" cm/s was estimated for this condition at a
temperature of 75°C. Rased on this analysis, hydrogen induced crack growth is not considered significant
for HT-9 during reactor operation but may he a problem duriny extended downtime ifthe temperature decreases
to a value less than 100°C,
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50 Accomplishments and Status

5.1 Background

Hydrogen induced crack growth of materials can result from both external gaseous or cathodic hydrogen and
from internal dissolved hydrogen. In a fusion reactor there are several potential sources of hydrogen or
hydrogen isotopes including direct injection from the plasma, tritium gas in the breeding hlanket, nuclear
{(n,p) reactions within the material or, for water-cooled systems, cathodic reduction from an aqueous corro-
sion reaction.
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Hydrogen has been shown to induce cracking in a wide variety of materials, including ferritic steels,
austenitic stainless steels, nickel-based alloys and aluminum alloys. The mechanism by which hydrogen
causes crdckiny is generally thought to be the collection of hydrogen at particle-matrix interfaces, grain
boundaries ahead of the crack tip or other defects. The distance that the hydrogen concentrates ahead of
the crack tip is not well established, but for external hydrogen it ney be anywhere from a few hundred ang-
stroms to a few micometers [1]. Earlier work by Williams and Nelson [2] and recent analysis by Pasco,
Sieradzki and Ficalora {3] considered the hydroyen effect to be primarily a surface chemistry controlled
process.

Temperature and hydrogen activity are two parameters on which the crack growth rate is strongly dependent.
Material parameters such as yield strength, hydrogen diffusivity, hydrogen trap densities and strength, and
grain boundary chemistry are also important. The purpose of this paper is to use existing models of hydro-
gen induced crack growth to estimate the temperature and hydrogen activity dependence of the crack growth
rate for hydrogen from the plasma, nuclear reactions and aqueous corrosion reactions. HT-9 is used as the
base material, and the material parameters are not varied except that the yield strength is assumed to be
that following radiation hardening.

5.2 Hydrogen induced crack growth rates

521 External gaseous hydrogen

Hydrogen uptake i s generally recognized as a surface controlled process which may involve several surface
reaction steps. Most hydrogen adsorption studies suggest the existence of a molecular precursor state [4-6]
which is intermediate between gaseous hydrogen and the chemisorbed state. This precursor dissociates into
atomic hydrogen, which is then absorbed into the material. Several observations of crack growth of high-
strength steel in gaseous hydrogen have been interpreted as being controlled by the adsorption rate of
hydrogen [1-3,7,8]. Williams and Nelson [2] modeled the crack growth rate-temperature dependence of 413U
steel in gaseous hydrogen with a gas phase adsorption isotherm for hydrogen adsorption on iron. Simons,
Pao and Wei [7] found a similar temperature dependence and low-temperature activation energy for a 4340
steel in gaseous hydrogen and concluded that the rate-limiting step was surface reaction controlled.
Gangloff and Wei 8] found that the temperature dependence of the low-temperature crack growth rate of a
maraging steel was similar to that observed by others [2,7]; however, they concluded that the crack growth
rate was controlled by short-range diffusion of hydrogen or the kinetics of a hydrogen-iron embrittlement
reaction associated with either near-surface or sub-surface hydrogen. Pasco, Sieradzki and Ficalora [3]
were ahle to model the low-temperature regime observed by Gangloff and Wei using a surface adsorption-
desorption kinetic model. Examples of the two types of crack growth rate versus temperature relationships
found for steels are given in Figure 1

Williams and Nelson [2] found that the temperature and pressure dependence of the crack growth rate of 4340
steel could be accurately described by the following hydrogen adsorption isotherm:

do ., P12 (1-9) exp(-Ep(0)/RT) W

where ¢ is related to the condensation coefficient, P is the pressure. € the fraction of final adsorption
sites, E, the energy of migration of an adatom from an initial physisorption site to a final chemisorption
site, R is the gas constant and T is the temperature. Inserting the appropriate relationship for

a and the assumption that the crack growth rate is equal to the adsorption rate at a given coverage, equa-
tion I can be simplified to the following two expressions for the low-temperature regime (curve ), equation
2, and the high-temperature regime (curve 1}, equation 3, in Figure 1

da

T C3 Pl/2 exp(-Em/RT)
e, p¥ 172 exp (- aH-E, /KT) (3)

where C, and C, are constants, and aH is the heat of adsorption of hydrogen. Williams and Nelson also found
that the measured pressure dependence was consistent with those expressed by equations 2 and 3 An increase
in the hydrogen pressure increased the crack growth rate and shifted the peak in the crack growth rate
curves to higher temperatures.
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Equations 2 and 3 are therefore appropriate for assessing the crack growth rates of a fusion reactor first
wall exposed to a hydrogen gas. To adopt its use for evaluating the effect of a hydrogen plasma on the
crack growth rate it is iiecessary to relate the hydrogen flux impinging on a first wall to an equivalent
hydrogen gas pressure which would give the Sal{IE; colljsion rate with the surface. Swuch,a comparison has been
made by Ashby [9] where a hydrogen flux of 10*' H/cm -s was equal to a pressure of 107 Pa. Therefore, as a
first estimate this pressure was used to represent the effect of a hydrogen plasma on the crack growth rate
of HJ-9, and using the parameters listed in Table 1the crack growth rate versus temperature relationship
Jiven in Figure 2 resulted. It is clear from this calculation that the hydrogen activity of the plasma is
sufficiently low so as to have no effect on the crack growth rate of HT-% based on this agalysis. The maxi-
mum crack growth calculated with equations 2 and 3 for a pressure of 10'13Pa is 1.6 x 10° cm/s, arfg it
occurs at a temperature of -125°C., At 25°C the crack growth rate is 187°¥, and at 200°C it IS 107" em/s.

The excellent fit between the crdck growth rate of 4340 steel and the adsorption isotherm relationship used
hy Williams and Nelson [2] only demonstrates that adsorption is the rate-limiting step hut does not prove
that surface hydrogen causes cracking. Hydrogen-induced crack growth is thought to result from hydrogen,
which diffuses to some point ahead of the crack tip. Nelson. Williams and Tetelman [10] illustrated this hy
measuring the crack growth rate of 4340 steel in atomic hydrogen produced with a hot filament in hydrogen
gas. The crack growth rates increased by several orders of magnitude, and the activation energy of the low-
temperature regime increased to a value equal to the heat of solution of hydrogen in iron. Nelson et al.
concluded that the slow step in crack growth in molecular hydrogen is the migration of adsorbed molecular
hydrogen to a dissociation site on the steel surface. If atomic hydrogen is the adsorbing species, then the
rate-limiting step is controlled by the heat of solution of hydrogen in steel. This result indicates that
the surface hydrogen concentration was not the cause of cracking but merely the supply of hydrogen to
defects within the material.

Since hydrogen from the plasma is either neutral or ionic atomic hydrogen, it is possible that its effect on
cracking will be greater than that of molecular hydrogen at an equivalent pressure. Using the results of
Nelson et al. [10], the pressure used in their ionized hydrogen test, 107 Pa, results in the crack growth
rate versus temperdture relationship given in Figure 3. The data of Nelson et al. was insufficient to
describe the hiyh-temperature regiine in atomic hydrogen; therefore, it is not possible to determine the
temperature of the maximum crack growth rdte and the crack growth rates at high temperatures. Although sig-
nificant crack growth rates afe feasibie in atomic hydrogen at temperatures below 10G°C, atomic hydrogen
would not be present at low tempeFatures when the reactor is shut off. It is important to note that hydro-
gen from the plasma has sufficient energy to he injected into the first wall. Injection of hydrogen would
eliininate the rate limiting hydrogen dissolution step observed hy Nelson et al. in their ionized hydrogen
experiment. Therefore, the results given in Figure 3 may under-predict the crack yrowth rate resulting from
injected hydrogen.

The adsorption rate relationship for crack growth proposed by Williams and Nelson considers the crack moving
forward in a continuous process governed by the adsorption rate. Gerherich, Livne and Chen [1] have pre-
sented a model that hlends the adsorption rate concept with the transport of hydrogen to a location ahead of
the crack tip. Gerherich et al. modeled the hydrogen effect assuming a temperature dependence as given by
curve #2 in Figure 1 where T, is a function of the hydrogen pressure and coverage on the surface. They also
assumed that cracking was controlled by sub-siirface hydrogen which was supplied by surface adsarbed hydrogen
and was controlled by the trapping of hydrogen at defects. Each incremental crack advance occurred when a
critical coverage resulted at the emhrittlement site which was 500°z beneath the surface. The crack growth
rate was described hy Gerberich et al. as follows:

eff l4q

da _QDOexp(-U /RT) (—E—chyVH(T-TO)

- - {4}
at XCR l-exp RTT

with the definitions and values for the parameters given in Table 1 The critical parameter in equation 4
is T because as T approaches T, the crack growth rate decreases rapidly towards zero. Gerberich et al.
estimated the value of T, as a ?unctfcn of hydrogen surface coverage as given by the curves in Figure 4 It
is apparent from this dact)a that for the two 5ritica| surface coverages in Figure 4 the value of T  is well
below room temperature for a pressure of 107 Pa, which is consistent with the conclusion reached using
equations 2 and 3 as given by the results in Figure 2

The analysis by Gerberich et al. assumes an equilibrium adsorption process between molecular hydrogen gas
and a surface. This equilibrium between the surface coverage of hydrogen and the hydrogen pressure can he
altered and a quasiequilibrium estahlished hy alterations in the surface chemistry or structure. An example
is given in Figure 5 where the surface hydrogen coverage was found by Baer and Jones [11] to he a function
of the surface sulfur coverage. Also, the coverage of hydrogen obtained with a very clean surface obtained
hy sputter cleaning the surface in a vacuum of 1G°° Pa was suhstantially greater than expected for the
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hydrogen pressure of 1073 Pa used in this experiment, Therefore, it is possible that a quasiequilibrium
surface coverage of hydrogen could occur on a fusion first wall because of it's surface chemistry. Assuminy
a quasiequilibrium coveraye of hydrogen which results in a hydrogen coverage of 015 and a T, of 400°K,
equation 4 resulted in the crack growth rate versus temperature relationship given in Figure 6. This condi-
tion represents the worst possible case where the quasiequilibrium surface coverage results in a T, of 400°K
and a maximum crack growth rate of 107" cm/s at about 50°C, Even with these extreme conditions it is not
likely that hydrogen from the plasma will cause crack growth of HT-9 because the crack growth rate at reac-
tor operating conditions when plasma hydrogen is present is extremely slow.

5.2.2 External cathodic hydrogen

Structural materials in a water cooled fusion reactor will undoubtedly be chosen because of their slow cor-
rosion rates in reactor coolants; however, even at very low corrosion rates there are finite anodic and
cathodic current densities. The reduction of hydrogen at a cathode can be described by the following
equations:

HY +e™ s My (5)
2Hygs + Ha (6}

Hydrogen adsorbs as atomic hydrogen in a cathodic reaction whereas yaseous hydrogen adsorbs as motecutar
hydrogen and dissociates on the material surface. Therefore, the activation energy for crack growth would
he expected to differ from that observed with gaseous hydrogen where the activation eneryy in the low-
temperdture regime is related to the migration of molecular hydrogen on the surface to a dissociation site.

The rate of hydroyen reduction can he described hy the Tafel equation:

¢y = 8 log %— {7)
0

where ¢y is the hydrogen overpotential, g is the Tafel slope, 1, is the exchange current densit)f for hydro-
genﬁon thﬁ material of interest and i is the corrosion current 3ensity. Values of 01, 5 x 107" A/cm® and
107" A/cm® were assumed for g, i, and ¥, respectively, which results in a hydrogen overpotential of 0.03 mV
for HT-% in high temperature water. The relationship between an electrode potential and the activity of
hydrogen is given by the Nernst equation under equilibrium conditions; however, McCright [12] has shown that
the Nernst equation does not accurately describe the relationship between electrode potential and hydrogen
pressure. Therefore, the experimental relationship between hydrogen overpotential and hydrogen pressure
given by McCright was used to estimate the hydrogen pressure as given by the following relationship:

PH2 = 0.15 4, Pasm¥ (8)

For the conditions given apove, a hydrogen pressure of 45 x 10~3 Pa was estimated. The cathodic hydrogen
induced crack growth rate was then estimated using equations 2 and 3 and the calculated hydrogen pressure.

It was assumed that the desorption process of hydrogen from an electrode in equilibrium with an aqueous
environment is the same as a surface in equilibrium with a gas. This is a reasonable assumption because the
desorption process on both surfaces involves the recombination of atomic hydrogen on the surface to form
molecular hydrogen. In gas phase equilibrium, the molecular hydrogen on the surface is in equilibrium with
molecular hydrogen in the yas phase while in the aqueous hydrogen case, the molecular hydroyen on the sur-
face is in equilibrium with molecular hydrogen in the gas phase contained in bubbles on the surface. There
may be a small difference between these two equilibrium states, but for the purpose of this calculation it
is assumed that they are the same.

Hydrogen adsorption in the aqueous case was assumed to differ from that in gaseous hydrogen because it
adsorbs in the atomic state in the aqueous case and molecular state in the gas phase case. Therefore, the
activation energy for crack growth in the low-temperature regime was taken as that of 29 kd/mol found by
Nelson, Williams and Tetelman [10] for crack growth in atomic hydrogen. With these assumptions, the calcu-
lated crack growth rate versus temperature relationship given in Figure 7 resulted. Also shown in Figure 7
is experimental crack growth rate data for HT-9 tested in IN H2504 at the corrosion potential and a
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temgerature of 25°C. The calculated and experimental datd are in close ayreement with the loner pH ' the
IN H,S0, accounting for the faster crack growth rates in the experimental test. Acidification of the «ra:
chemistry can occur because of hydration of metal ions vrithin the crack solution and crack transport proc-
esses as reported by Turnbull [13]. Therefore, it is possible that the crack growth rate in water with a p:
of 7 could shift towards the experimental datd because of crack tip acidification.

The calculated crack yrowth rate results for HT-9 in a water coolant are sinilar to those ohtained for gase-
ous hydrogen from the plasmd. Signg’ificant crack growth rates occur only around room temperature, where
crack gi‘BWth rates of ahout 6 x 1077 em/s (1.8 cm/yr) could result while a crack growth rate of

2 x 107*Y ecm/s (6 x 1077 cm/yr) results at reactor operating temperatures. Therefore. the crack growth rate
of HT-9 induced hy corrosion in an aqueous coolant is not expected to he a prohlem except for reactor shut-
down periods where the temperature decreases below 100°C.

523 Internal hydrogen

Hydrogen yenerated by nuclear reactions is formed as internal hydrogen which can diffuse to trap Sites such
as grain boundaries and particle-matrix interfaces and cause hydrogen induced cracking. Testinyg for the
effect of internal hydroyen on the fracture of materials can done with a constant load test where the time
to failure relates to the time for hydrogen to diffuse to internal defects or interfacer. When a crack
exists in the material, internal hydrogen will concentrate ahead of the crack tip because of the hydrostatic
stress state. Hydrogen will diffuse to grain boundaries and particle-matrix interfaces by an equilibrium
seqregation process similar to elements such as S, P, etc. Shim and Meshii [14] hdve estimated the effect
of hydrogen segregation to the grain boundaries of iron and concluded that a monolayer of hydrogen could
seyregate to the grain boundaries and that this quantity reduced the fracture stress of iron hy a factor of
2 relative to the fracture stress resulting from the presence of only 3 at the grain boundaries.

Gerberich, Chen and St. John [15] have modeled the hydroyen-stress field interactions to develop a kinetic
madel of Crack growth for internal hydrogen. They assumed that the stage {I crack yrowth kinetics which are
nearly stress-intensity independent are controlled primarily by the plastic stress field. The crdck growtli
rate relationship proposed by Gerberich et al. is given by equation 9 below:

L (9)
dt =~ Zd RT(Cep- T)

where the definition and numerical values given in Tahle 1. To account for strong hydrogen trapping, which
is expected in HT-Y, the expression given by Ellerbrock [16] for Dy was substituted for DA in equation 9 to
give the following expression:

gcV

-1
4 2Hs o HY
o @"P(‘“R'TJ} TR = €7 | L

The crack yrowth rate versus temperature relationship given in Figure 8 was determined using equation 10 for
various values of C, ranging from 0.0005 to 5 appm with a single value of Cpp of 10 appm.

4 _Qlattice
P Yl iy |

The variable C, in equation 10 is the initial hydrogen concentration existing in the material which is in
equilibrium wign external hydrogen. However, in a fusion reactor first wall, the hydrogen concentration
will reach a steady state which is a function of its generation rate, transport rate and external pressure.
Stoltz, Baskes and Look [17] have evaluated the steady-state hydrogen concentration in a fusion first wall
structure made of HT-Y for various surface reactions and for conditions of hydrogen generation by {n,p)
reaction and direct injection from the plasma. They found a very small temperature dependence between 473
and 673°K for steady-state hydrogen concentrations ranging from 0.0005 appm to 05 appm; therefore, it was
assumed as d first approximation that €. is temperature independent. The highest Steady-state hydruyen con-
centration of 05 appm resulted when they assumed that surface recombination of hydrogen was the rate-
limiting step in the desorption of hydrogen. For injected hydrogen the steady-state concentration was

05 appm hydrogen and for {n,p) hydrogen it was 0.01 appm hydrogen. Crack growth rates for these steady-
state hydroyen concentrations are given in Figure 8 based on equation 10, and it can be ssen that the crack
yrowth rates increase with increasing tsmperature and reach a plateau at about 200°C. This relatiﬁnship
predicts a crack growth rate of 2 x 107~ ¢m/s for a hydrogen concentration of 05 appm and 2 x 107" cm/s for
a hydrogen concentration of 005 appm. Even Ege lowest hydrogen concentration calculated by Stoltz et al.
could result in a crack growth rate of 2 x 187 cm/s, which corresponds to 60 cm/yr. As this rate would be
intolerable in a fusion reactor design, experimental verification of this result is important.
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In a recent analysis, Gerberich, Livne and Chen [1] evaluated the temperature dependence of hydrogen induced
crack growth for internal hydrogen in a manner similar to that for external gaseous hydrogen. This later
analysis yives a maximum crack growth rate at around room temperature with a rapidly decreasing crack growth
rate with increasing temperature. The effect of a steady-state hydrogen concentration could not be readily
assessed with this relationship; however, the parameters used by tierberich et al. in his analysis were simi-
lar to those used to derive the curves in Figure 8 so that the HT-9 should have comparable behavior. If
Gerherich et al.'s analysis is correct, the effect of (n,p} generated hydrogen would be similar to that for
external gaseous and cathodic hydrogen where there is a temperature limit above which the crack growth rate
decreases very rapidly. For an internal hydrogen concentration of 200 appm as evaluated by tierberich

et al.,, this upper temperature limit is equal to about 50°C. Limited experimental data for 4340 steel was
consistent with the theoretical analysis.

While Gerberich et al. took precautions to prevent hydrogen loss during crack growth testing, there is a
possibility that hydrogen loss did occur along the crack walls which were uncoated. Also, in a fusion reac-
tor, hydrogen will he continuously generated so that a steady-state concentration develops while Cy would
decrease in the tests by Gerberich et al. ifhydrogen loss occurred. Clearly, clarification of thé tempera-
tiure dependence of the crack growth rate induced by internal hydrogen is needed for candidate fusion reactor
materiais.
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70 Future Work

The temperature dependence of hydrogen induced crack growth of HT-9 at temperatures above 25°C will be
examined experimentally. Also, the effect of hydrogen on the fatigue crack growth of HT-9 will be examined
experimentally and theoretically. Application of hydroyen embrittlement models to vanadium alloys will be
evaluated.

8.0 Publicatipons
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TABLE 1

Parameter Definition Value
C3 Constant 105 szfs-Nljz
Cq Constant 21 x 1077 em-k1/2/53/2.
En Surface migration energy 166 kJ/mol
-aH Heat of adsorption of hydrogen -40.6 kdJd/mol
oy Yield strength 1660 MPa
Dy Hydrogen diffusivity (£q. 4) 3 x 1075 n/s
Dy Hydrogen diffusivity (Eq. 10} 1.2 x 1077 w/s
Qeff Activation energy for hydrogen 35.4 kJ/mol
diffusivity
\.-f}'| Partial molar volume 2 x 1078 m3/mol
of hydrogen in metal
XCR istance of hydroyen b x 1078 (external)
embrittlement site
from crack surface
KR Distance of hydrogen 138 x 16™% m (internal)
embrittlement site
from crack surface
glattice Activation energy for diffusion 7 kd/mol
of untrapped hydrogen
ag Constant 5 x 1079 K
Hy Binding eneryy between 96 kJ/mol
hydrogen and a trap
Hy Heat of solution of hydrogen 27 kd/mol
B Constant 56 kd/motl
CI Hydrogen surface coverage at To 0.15
d Grain size 104
C, Initial hydroyen concentration 5 x 1074 to s appm
CCR Critical hydrogen concentration 10 appm

for crack advance
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FIGURE 1. Schematic of crack growth rate - 1/T relationships for steels in gaseous hydrogen.
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FIGURE 2. Calculated crack growth = 1/T relationship for HT-9 in low pressure hydrogen
approximating plasma hydrogen with molecular hydrogen.
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FIGURE 3. Calculated crack growth rate - 1/T relationship (low temperature regime only) for HT-9
in low pressure ionized hydrogen from the plasma.
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FIGURE 7. Calculated crack growth rate - 1/T relationship for HT-9 in cathodic hydrogen.

T. °C
350 100
- I T
10-2 e

. L
E 10'3:'—
) o
= r
@« L
£ L
2 .
2
4]
L
E -
(&) ?_

- Co

- o 5 appm

' O 0.5 appm
10-%— & 0.05 appm
E < 0.0005 appm
| 1 ]
0 1 2 3
1T, 103 °K-?

FIGURE 8. Calculated crack growth rate - 1/T relationship for HT-9 with variable steady state
" internal hydroyen concentrations.



THE RELATIONSHIP BETWEEN J-INTEGRAL AND CRACK TIP_OPENING DISPLACEMENT

R. L. Simons and W. J. Mills (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this effort is to demonstrate the relationship between the critical J-integral value
{J3c) and the critical crack tip opening displacement (CT0D¢).

2.0 Summary

Silicone replicas of the crack extension in compact tension (CT) specimens made of 55304 and $5316
were used to determine the critical crack tip opening displacement (CTOD.:}. These values were used to test
the relationship between Jycfoys and CT0D., The best proportionality constant is -2. Reasonable agreement
between measured and calcu1ateg CT00¢ using Wells' equation was found.

3.0 Program
Title: Irradiation Effects Analysis (AKJ)

Principal Investigator: D. G. Doran
Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant OAFS Plan Task/Subtask

Subtask II1.C.14 Models of Flow and Fracture

5.0 Accomplishments and Status

5.1 Introduction

Elastic plastic fracture toughness concepts are being used to characterize the fracture response of
materials that exhibit appreciable plasticity prior to failure. Both the 3-integral and crack tip opening
displacement (CTOD) methods are used as fracture criteria when widespread plastic deformation is present in

a material. Welis(l} introduced the CTOD concept as a measure of crack tip deformation prior to sta?le
crack propagation. Extensive development of the J-integral approach to fracture was done by Rice.
Standard practices have been written for both approaches. In the United States the J-integral method is

generally favored and it is described by the ASTM Standard E 813-81.{2) Outside the United States the CTOD
method is used extensively (see for example British Standard BS 5762:1979),

Previous work {3} has suggested that J is related to CTOD and yield strength as

JIC = mUys (CTODc) (1)

The value of m for a non-strain hardening material under plane stress conditions should approach unity.
For materials that exhibit substantial strain hardening, the value of m is expected to be much larger.
Empirically deduced valves of m have ranged between 1 and 2. -7

In this work, Jyc fracture toughness data and critical crack tip opening displacement {{T0D.) data are
correlated for low strength, high work hardenable materials in an attempt to establish a relationship
between these two fracture criteria.
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5.2 Material Selection and Testing

The materials used in this work were solution annealed Type 316 and Type 304 ctainless steels. Testing
was done at room temperature. The yield strengths and ultimate strengths were 40.8 and 82.5 ksi for 316 53
and 329 and 89.9 ksi for 304 SS. The Jp valves were determined using deeply cracked CT specimens. The
fracture toughness behavior was determined by the multiple-specimen Jp-curve technique. Specifically,
compact specimens were loaded to various displacements producing different amounts of crack extension, aa,
and then unloaded. After unloading, each specimen was heat tinted to discolor the crack growth region and
subsequently broke open so that amount of crack extension could be measured. The value of J for each
specimen was determined from the load versus load-line displacement curve by the following equation:

. 2A{l+a
J= pp %T—:"a%)

(2)

where: A = area under load versus load-line displacement curve
b = unbroken ligament size
a = [(2a/b}2 + 2(2a/b) + 2] - (2a/b + 1)
a = crack length

B = specimen thickness

The Jgp-curves were constructed by plotting values of J as a function of Aa. The initiation J. value was
then taken to be that value where a least-squares regression line through the crack %xtension data points
interesected the stretch zone line for low strength, high strain-hardening materials: (/]

J = 4of(pa)
where: of = flow strength = }{eyg + oyts)

oys = 0.2% offset yield strength

oytg = ultimate tensile strength

The Jjc values are shown on Table |. The details of the experimental work will be reported at a later
time.

Crack opening replicas were made after the CT specimens were tested and heat tinted by infiltrating the
crack with a catalytically hardening silicone rubber commonly used to make dental impressions. This
technique was first developed by Robhinson and Tetelman.{(4) The silicone rubber is poured into the notch
with dams on each side of the CT specimen and allowed to harden. The specimen was then broken in half and

the replica was removed and sectioned into quarters. The width of the replica was measured with a
traveling difference microscope relative to the end of the precrack line traveling back into the precrack
region -100 mils and out to the end of the crack tip. Reference 8 gives considerable detail on the

preparation of silicone replicas of the crack.

5.3 Results and Discussion

Figure 1 shows results of replica thickness versus distance from the precrack tip for a 316 stainless
specimen. The curve shaws three characteristic regions: the precrack region at negative x values, the
blunting region (or stretch zone) out to about 20 mils and the crack extension region beyond -20 mils. The
curves are linear least squares fit to the data. The CTOD. at the precrack tip is the difference between
the two curves at x = 0. In this case (specimen 1993) the average of three section measurements is 0.035 #
0.014 inches. The uncertainty is the one standard deviation of the three measurements. The weighted
average critical CIOD for $S8316 is 0.030 * 0.006 inches and for SS8304 is 0.048 * 0.013 inches. The
measured CTOD, for six specimens are shown in Table 1.

It is noted that the 55304 specimens 1952 and 1954 showed very littie crack extension while 1955 showed
crack extension comparable to the 58316 specimens (-100 mils). Specimen 1955 also showed twice as large of
CT00. as the other two $5304 specimens. The consequences of this behavior of 1955 is a larger uncertainty
in the 58304 data than the 55316 data.
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The measured CTOD were compared to calculated values based on the Wells'{(%} equation

_ . -3 0 W (1-1?

(2)

\

where W = specimen width
a

ViL
y = constant (2.5 for deeply cracked specimens)

precrack length

u

final load line displacement

oys = yield strength
Vv = Poisson's ratio (¥ = 0.3)

E = elastic modulus (2.90 x 104 ksi)

The critical calculated CTOD was determined by an R curve technique {i.e,, calculated CTOO versus Aa). The
critical CTOD was taken at the aa determined at the intersection of the Jg curve and blunting line. These
values along with the measured Jje are shown in Table 1. The CIOD R curves are shown in Figures 2 and 3.
A comparison of measured and calculated critical €T0D's are shown in Figure 4. They show fairly good
agreement within experimental uncertainties. Elastic relaxation effects have not been made for in the
measured values.

Evaluation of the relationship between dyc and CTOD. (Eq. 3) is shown by plotting Jy¢/ ys Versus
CTODc in Figure 5. The two lines drawn correspond to different values of m. The m=l line correSponds to
an elastic material with no work hardening, The m=2 time best fits the 55316 and 55304 data. The maximum
m that would fall within the $5304 error bars is m=2.5. Mil1s{7) found that m=2 best fit several low and
intermediate strength steels. The individual measurements are shown in Figure 5 as A'S.

Steels with significant work hardenability require m*1. The yield strengths of 55304 and 55316 are
33 ksi and 40 ksi, respectively. The $5304 shows a higher work hardening coefficient than $5316 (0.56 and
0.32, respectively), and thus a correspondingly higher value of m _is expected. These results are in
qualitative agreement with the evaluation of Paranjpe and Banejee{l0) who found m to increase linearily
with the strain hardening exponent up to m=1.5. However, the increase was at a lower rate for hardening
exponents »0.2,

5.4 Conclusions

Critical crack tip opening displacement (CTOD.) were measured from silicone replicas of cracked
compact tension specimens made of $5304 and 53316. .Measured £TOD; and calculated CIOD, based on Wells'
equation were in close agreement. The relationship between Jyc and CTOD. is proportional to a constant
times yield stress. The best constant (m) appears to be equal to 2.
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7.0 Future Work

Additional CTOD measurements will be made to improve the measurement statistics. Application to
other low and intermediate strength steels is planned to expand the data base.

8.0 Publications

None.

TABLE 1
CTOD DATA FOR 5S316 AND SS304

Measured
Mean
CTOD CT0D Calculated JIc

Steel Specimen No. (incheg) (incheg) &&Jra € (ksi inch)
55316 2000 0.0250.005
1993 0.035+#0.014 0.03020.006 0.041 2.27+0.17
1985 0.035+0.006
55304 1954 0.042+0,006
1952 0.03620.004 0.04820.013 0.044 2.96'0.29
1955 0.071+0.005
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OWR/RTMS-1[ LOW EXPOSURE SPECTRAL EFFECTS EXPERIMENT

H. L. Heinisch, ¢. 0. Atkin and C. Martinez (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this experiment is to determine the effect of the neutron spectrum on radiation-induced
changes in mechanical properties for metals irradiated with fusion and fission neutrons.

2.0 Summary

The status of the nw/RTHsS-[{ Low Exposure Spectral Effects Experiment 1is reviewed. Irradiations in
RTHS-IT and OUR at $0°% and 290°f have been completed. The results of tensile tests on AISI 316 stain-
less steel, #3028 pressure vessel steel and pure copper are reported here. The radiation-induced changes
in yield strength as a function of neutron dose in each spectrum are compared. The data for 316 stain-
less steel correlate well on the basis of displacements per atom (dpa], while those for copper and #3028
do not. In copper the ratio of fission dpa to fusion dga for a given yield stress change is about three
to one. In A3028 pressure vessel steel the fission to fusion ratio_Ismore than three at lower fluences,
but the fission and fusion yield stress data appear to coalesce or intersect at the higher fluences.

3.0

Title: [Irradiation Effects Analysis
Principal Investigator: 0. G, Doran
Affi liation: Uestinghouse Hanford Company

4.0 Relevant 0AFS Program Plan Task/Subtask

Subtask 11.B.3.2 Experimental Characterization of Primary Damage State; Studies of Metals

Subtask I1.C.5.3 Effects of Damage Rate_and Cascade Structure on Microstructure; Law-EZnergy/High
Energy Neutron Correlations

Subtask 11.C.16.1  14-MeV Neutron Damage Correlation

5.0 Accomplishments and Status

5.1 Introduction

This is a report of the first results from an experiment to determine quantitative differences in the
effects of r7Ns-11 and fission reactor neutrons on the changes in tensile properties and microstructure
of metals irradiated to exposures < 0.1 displacements per atom (dpa). Irradiations were performed at the
RTNS-IT and at the Omega West Reactor (nWR) at Los Alamos National Laboratory. The materials irradiated
represent _several categories of pure metals and engineering alloys. Results of tensile tests of some of
the irradiated materials are ?regented here. Details of the experiment and some early results have been
described in previous reports{i=3),

Oata from previous experiments comparing the effects on tensile properties of fusion neutrons and fission
reactor neutrons in nopper(4) and stainless steel(3) indicate the eX|sten?% of spectral effects that
cannot be accounted for simply on the basis of displacements per atom (dpa).{(6} The earlier fission and
fusion irradiations were conducted at different temperatures ($3'C and 257¢ respectively), so in
correlating the data some assumption must be made regarding the magnitude of any temperature dependence.



The earlier experiments attained very low fluences in RTNS-1 {<0.001 dpa). One of the goals of the
present experiment is to extend the investigation of spectral effects to a higher fluence range, while
having the same irradiation temperature in each spectrum. A more general goal is to provide data for a
systematic study of spectral effects with respect to the categories of pure metals and structural alloys,
austenitic and ferritic materials, and annealed and cold worked conditions. The results of tensile tests
on AIS| 316 stainless steel, A3020 pressure vessel steel and pure copper will be discussed in this report

5.2 Materials

An important concern in the selection of materials for this experiment was that the expected relative
change in yield strength at low exposures would be large enough that the irradiation effects could be
easily distinguished. High strength ferritic alloys for example. were omitted; ferritic materials are
represented by pure iron and pressure vessel steel. Another concern in materials selection was to take
advantage of the existing body of radiation effects data. Table 1 summarizes the materials and their
ore-irradiation conditions.

TABLE 1

MATERIALS FOR LON EXPOSURE SPECTRAL EFFECTS EXPERIMENT

Material  Composition Heat Treatment ASTM Grain Size
cu 99.999% cu 450 C, 15 min 7
Air Cooled
Fe 99.99 % Fe 800 C (UHV), 2 h 8
30 oom 0 Furnace Cooled
20 ppm N
12 ppm C
AlIS| 316 16.45wt%¥ Cr 1000 C, 10 min 6
(N-lot) 13.48 Ni Air Cooled
2.48 Mo
1.59 Mn
0.48 Si
0.15 other
balance Fe
AISI 316 20%cold worked 6.5
(N-1lot)
A3020 1.34wt% Mn As Received 8
0.51 Mo
0.24 C
0.23 Si
0.20 Cu
0.18 Ni
0.11 Cr
0.13 other
balance Fe
5.3 Irradiation Temperatures
One of the aims of this experiment is to study temperature effects. Irradiations were done at 90°C and

290°C in both OWR and RTNS-II. In addition, some copper and 316 stainless steel specimens were irra-
diated in RTNS-II at 25°C.

The choice of temperatures was limited to those that could easily be maintained in the available irradia-
tion facilities. The lower temperature, 90'C, was essentially dictated by the OWR coolant temperature,
the gamma heating rate, and the capabilities of the In-core Reactor Furnace built at Lawrence Livermore
National Laboratory. The high irradiation temperature, 290°C, was chosen as one at which defects become
significantly more mobile, yet not so high that the residual damage in all the materials is negligible at
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these low fluences. With respect to defect kinetics, 290°C can be considered a relatively high tempera-
ture for copper, lower for 316 stainless steel, and intermediate for iron and A3026 steel. A large data
base exists for A3026 at 290°C, which makes this a desirable temperature. The two temperatures, 90°C and
290°C, are comfortably within the operating range of the Dual-temperature, Vacuum-insulated (DTVI)
furnace used for the RTNS-II irradiations.

5.4 Irradiations

Tensile specimens were irradiated using the HEDL dual-temperature, vacuum-insulated furnace in two joint
US/Japan RTNS-II runs, R-1 to a peak fluence of 2.4 x 1013 n/em? and R-2 to a peak fluence of 88 x 1018
n/cmé.  The neutron flux decreases rapidly with distance from the source, so specimens with doses (and
dose rates) ranging over two orders of magnitude were obtained in each run. Specimens of copper_and
annealed AIS| 316 stainless steel were also irradiated at room temperature to fluences from 7 x 1017 to
1.3 x 1018 n/em? in a Japanese-sponsored RTNS-II irradiation. Tensile specimens for this experiment are
also included in the joint Japan/US long-term irradiation (to 1 x 1019 n/cmz) now underway at RTNS-I}
using the Japanese dual-temperature furnace at 200°C and 450°C.

The eight planned OWR irradiations have been completed, to four fluences each at 90°C and 290°C. The
highest OWR fluence, 1.3 x 1020 n/em2, s slightly higher in dpa than the highest RTNS-II dose. So far,
tensile specimens from only six of the OWR irradiations have been tested.

The OWR irradiations use the In-Core Reactor Furnace developed at Lawrence Livermore National Laboratory
specifically for OWR irradiations. Temperatures of the specimens are maintained by balancing nuclear
heating, coolant flow through the furnace, and resistance heating near the specimens. In the lower
irradiation temperature region (including 90°C) the furnace utilizes the reactor coolant water to
maintain the required temperature, while at the higher temperatures a flow of helium gas is used. The
resistance heater within the furnace provides precise control of the temperatures.

The tensile specimens are contained in helium-filled aluminum capsules developed at HEDL that were
designed to provide well-controlled specimen temperatures by minimizing temperature gradients caused by
nuclear heating. One capsule contained thermocouples directly welded to specimens so that a correlation
among the furnace, capsule, and specimen temperatures could be determined. Measurements with this
capsule in the reactor showed that temperatures can be controlled during a run to within 2°C, and that
the absolute specimen temperatures can be determined to within five degrees at both 90°C and 290°C. The
dosimetrv in the DWR capsules consisted of wires of Fe, Ni, Ti and 0.1%-Co-Al. supplied and analvzed bv
L.R. Greenwood at Argonne National Laboratory. The neutron fluences determined from the dosimetry have
an estimated uncertainty of 10%.

5.5 Tensile Testing

Flat, miniature tensile specimens were prepared from each material. The specimens are 12.7 x 254 x
0.254 mm overall, with a gauge section of 5.10 x 1.03 X 0.254 mm. The specimens were punched from sheets
of material, polished to remove burrs, engraved with identification, and heat treated as indicated in
Table 1. The A3028 specimens were punched from sheets that were sliced from a bar of material. Conse-
quently, they do not have thicknesses that are as uniform as those punched from rolled sheet stock. Even
with uniformly rolled sheet stock, the acts of punching and polishing can create a dispersion in the
thicknesses of specimens from the same sheet. This dispersion is a trade-off for the ease of preparing
large batches of specimens inexpensively in a short time. The thickness of each specimen is measured
with an electronic thickness probe prior to testing. The largest single source of deviation in the
tensile data is uncertainty in the values of the cross-sectional areas of the gauge sections that are
used to calculate the tensile stresses.

Tensile tests were performed at room temperature using a horizontal tensile frame designed specificall
for miniature specimens.(” All tests were performed with a free-running cross-head speed of 25 x 10~
m/s. The load and displacement test data are collected in both digital and analog form. The 0.2% offset
yield stress, ultimate tensile strength and uniform elongation are determined by computer from the
digital data. Anomalies are resolved by graphical analysis of the analog data. Control specimens of
AISI 304 stainless steel are regularly tested; results fall within a 2-sigma band of * 6% for both yield
stress and ultimate tensile strength.
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Miniature tensile specimens have been shown to give valid bulk property measurements as determined from
standard size specimens,(8) Effects of grain size are a critical issue. The "rule of thumb" requires a
minimum of ten grains across the smallest gauge dimension, but apparently valid results have been
obtained in stainless steel with as few as 2-3 gr‘ains.(9 The largest grain size of the materials tested
here (for 316 stainless steel; see Table 1) corresponds to an average of 5 grains across the specimen
thickness.

5.6 Results

The data presented here consist of the radiation-induced changes in 02% offset yield stress as a
function of neutron fluence. Curves have been fitted to the data in most of the figures, primarily to
illustrate the trends in the data. Functions linear in the square root of the fluence and in the fourth

root of the fluence were fitted. In general, the difference in fit between the square root and fourth
root functions is small. Models of irradiation strengthening predict different fluence dependencies of
the yield stress change, depending on the mechanisms in effect. Although no attempt is made here to

determine the mechanisms in each case, the fluence dependencies of the best-fitting curves are noted.

In Fig. 1the change in yield stress of RTNS-II irradiated copper is displayed at three temperatures, 25,
90, and 290°C. Data from both R-1 and R-2 are included; doses in R-2 were obtained at one-fourth the dose
rate in R-1. The uncertainty of each data point is estimated to be £ 5% of the absolute yield stress, or
about *+ 10 MPa. This is indicated by error bars drawn on one point near the middle of the data. At 90°C
strengthening of up to 3 times the unirradiated yield stress takes place at these fluences. At 290°C
there is minimal effect of the irradiation in this fluence range, but the trend in the data shows a
slight increase at the higher fluences, indicating perhaps the onset of more substantial
radiation-induced strengthening at even higher fluences.

The curve at 90°C in Fig 1 is fitted to the data of R-1 only, and it is linear with the fourth root of
the fluence. The other lines in Fig 1 are not fitted, but simply show the trend of the data. The yield
stress data from the 25°C irradiation, having about the same dose rate as R-1, are at the upper edge of
the scatter of the data at 90°C. They are, however, uniformly higher than the 90°C values by about 15
MPa, indicating either an irradiation temperature effect Or some unexpected systematic difference.

Figure 2 shows the change in yield stress as a function of fluence for solution annealed 316 SS irra-
diated at the RTNS-II at 25°C, 90°C and 290°C. The uncertainty, indicated by error bars on a single
point, is estimated to be * 5% of the absolute yield stress, or about * 17 MPa at the middle of the
range. At these fluences the maximum change in the yield stress is about 50% of the value of the yield
stress of the unirradiated material.

There is no separation between the sets of data taken from R-1 and R-2 at either temperature. As with
copper, the yield stress change increases more rapidly with fluence at 90°C, while the yield stress
change at 290°C is minimal. However, for 316 S5 at 290°C there is a significant increase inyield stress
at the higher fluences. The curves in Fig 2, linear in the fourth root of the fluence, were fitted to
the combined R-1 and R-2 data at each temperature. The data at 25°C are uniformly higher than the 90°C
data, but lie within their scatter. The evidence for a temperature effect in this range is less compel-
ling for 316 SS than for copper.

The change in yield stress as a function of neutron fluence for A302B pressure vessel steel irradiated in
RTNS-I1 is shown in Figure 3. The 5% uncertainty for A3028 is about £ 30 MPa and is indicated by error
bars on a single point. Within this fluence ‘'range the maximum change in yield stress is about 30% of
the yield stress of the unirradiated material. The 90°C and 290°C data diverge beyond the scatter of the
data only at the higher fluences. The data for A302B were better fit by curves linear in the square root
of the fluence.

In Figs. 1-3 the data from R-1 and R-2 are shown as separate sets of points at each temperature.
Fluences in the R-1 irradiation were achieved at a rate 4 times higher than for R-2. In copper (Fig 1)
the data from R-2 lie uniformly below those from R-1, At the lower fluences the differences are within
the uncertainty in the data, but at the higher end some divergence is noticeable at both 90°C and 290°C.
In 316 SS and A302B there is no discernable difference between the R-1 and R-2 data at either tempera-
ture.
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In Figs. 4-8 the changes in yield stress due to irradiation in RTNS-II and OWR are plotted as a function
of dpa, using spectral averaged displacement cross sections calculated with the NJOY nuclear data
code.(lh) The displacement cross sections for copper are 293 b and 3699 b for OGWR and RTNS-II respec-
tively. For AISI 316 stainless steel they are 230 b and 2782 b, and for A302B pressure vessel steel they
are 222 b and 2810 b for QR and RTNS-II respectively. The cross sections are calculated on the basis of
total neutrons; in OUR 31% of the neutrons have energies greater than 0.1 MeV.

Figure 4 contains yield stress data for copper at 90°C. The lines are fitted to the R-1 and OWR data
points, and are linear in the fourth root of dpa. The yield stress changes resulting from the two
spectra clearly do not correlate on the basis of dpa. The fission reactor neutrons require about 2.9
times more dpa to produce the same strengthening in copper as the D-T neutrons. |If the R-2 data alone
are compared to OWR, a factor of only 1.8 is obtained. Data has not yet been obtained from copper
specimens irradiated in OWR at 290°C.

Figs. 5 and 6 show yield stress changes for solution annealed 316 $S at 90°C and 290°C, respectively,
plotted as a function of dpa. At 90°C the RTNS-II data and the OWR data correlate very well in this
fluence range. At 290°C there are data at only two OWR fluences. While the OWR data tend to fall
slightly below the RTNS-II data, little can be concluded until the higher fluence OWR data are obtained.
The curves in Fig 5 and 6 are fitted to the data at both temperatures, and they vary linearly with the
fourth root of dpa.

Figs. 7 and 8 show data for A3028 pressure vessel steel at 90°C and 290°C respectively. At 90°C the OWR
and RTMS-II data do not correlate on the basis of dpa inthis fluence range. The data are fitted best by
curves that vary with the square root of dpa. The curves, if extended, intersect at about the highest
fluence point in the OUR data. At 290°C the data at the two OUR fluences fall among the RTNS-II data.

5.7 Discussion

Effects of the irradiation temperature are observed in the RTNS-II irradiations of all three materials
investigated here. |n copper the D-T neutrons require about 25% greater fluence at 90°C to achieve the
same strengthening as at 25°C. The difference in behavior at 25°C and 90°C can be attributed to the
sensitivity of defect migration to these temperatures. The lack of irradiation strengthening in copper
at 290°C is probably due to the instability of clusters at this temperature. This temperature i s within
"Stage V" of resistivity recovery experiments on copper, {11} which is usually attributed to the breakup
of vacancy clusters.

In 316 $S any differences in behavior at 25%C and 90°C are lost in the scatter of the data. An irradia-
tion temperature effect is not anticipated in 316 35 at this temperature range. In 316 S5 there is
apparently much less irradiation strengthening at 2%0°C than at 90°C. However, ifthe R-2 data at 290°C
in Fig 2 are displaced to the left by about an order of magnitude in fluence, they fall on the curve
fitted to the 90°C data. Thus, at 290°C the onset of irradiation strengthening is delayed, but then
proceeds at the same rate per unit fluence as at 90°C. This behavior can be confirmed when the higher
fluence 290°C data from QR are available.

In A3028 the large scatter in the data precludes the clear identification of irradiation temperature
effects, although the fitted curves in Fig 3 are an attempt to separate the 90°C and 290°C data. At the
higher temperature the onset of irradiation strengthening is apparently also delayed in A302B.

The change in yield stress of fission and fusion neutron irradiated solution annealed 316 5S correlates
well on the basis of dpa. There is no evidence of additional spectral effecfs or rate effects in the
data presented here. This is in contrast to the data of Vandervoort. et a?.,(5 in which th%Bon neutrons
were observed to have about 1.7 times the strengthening effect of the fission neutrons, The dif-
ference in strengthening observed in their results cannot be accounted for on the basis of the different
irradiation temperatures {25°C and 65°C for fusion and fission neutrons respectively), since the present

experiment shows no temperature effects on the yield stress in the range from 25°C to 90°C (see Fig 2).

In annealed copper D-T fusion neutrons from RTNS-II were found to be more effective than fission reactor
neutrons in radiation strengthening at 90°C. QR requires 1.8-2.9 times more dpa to produce the same
yield stress change as in RTNS-Il, depending on the damage rate. This is comparable to the value of 2.3
determined by Mitchell et a].,( in the earlier work comparing room temperature RTNS-| irradiations and
65°C fission reactor irradiations.



There is evidence in the 90°C copper data that the damage rate may have an effect on radiation
strengthening, since the yield stress changes for R-2 are uniformly 10% less than those from R-1, which
has four times the damage rate at each fluence. The damage rate is different for each specimen in the
RTNS-II irradiations, varying from 3 x 1011 to 3 x 1079 dpa/s, while in OWR all specimens were exposed
at 5 x 1078 dpals. Thus, comparing R-1 and R-2, the higher rate at each exposure leads to more
strengthening, while the much higher rate of OWR results in much less strengthening. Any wmodel that
accounts for the observed differences in yield stress changas on the basis of rate effects would have to
explain this behavior.

In A3028 the RTNS-I1 and OWR data also are not correlated on the basis of dpa, but the situation is
somewhat different than in copper (see Fig 7). At the lower fluence values the RTNS-II neutrons are more
than three times as effective at strengthening as the OWR neutrons. However, the data for the two
spectra appear to intersect or coalesce at higher fluence values. Data at higher fluences is needed, but
unfortunately there are no A3028 specimens irradiated to higher fluences in RTNS-II. There are, howeve
additional untested specimens that may help define the behavior in the limited fluence rdnge availabTé¥
There is no evidence for rate effects in the RTNS-II data for A302E.

5.8 Conclusions
1. Irradiation-induced changes in yield stress from fission and fusion neutrons can be correlated on
the basis of dpa in annealed AISI 316 stainless steel. There is no evidence for irradiation

temperature effects below 90°C, and no evidence for damage rate effects.

2. Bpa is not an effective correlation parameter for irradidtion-induced yield stress changes in
annealed copper. There are measurable temperature effects, as well as possible rate effects, at
temperatures below 90°C.

3. Dpa is not an effective correlation parameter for irradiation-induced yield stress changes in A3028
pressure vessel steel in the fluence range investigated. There is evidence that dpa may correlate
the yield stress changes at doses above 0.03 dpa. There is no evidence for damage rate effects in
the fusion neutron data.
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8.0 Future Work
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from the 200/450°C RTNS-II irradiation soon to be completed. Additional information will be obtained

from microscopy and resistivity measurements.
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A302B PRESSURE VESSEL STEEL
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A302B PRESSURE VESSEL STEEL
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APPLICATIONS OF A COMPOSITE MODEL OF MICROSTRUCTURAL EVOLUTION

R. E Stoller (Oak Ridge National Laboratory) and G R Odette (University of California, Santa Barbara)

1.0 Objective

To develop comprehensive models of microstructural evolution in austenitic stainless steels under fast
neutron irradiation and to apply such models to the problem of extrapolating the fission reactor data base
to predict swelling under fusion reactor conditions.

2.0 Summary

Near-term fusion reactors will have to be designed using radiation effects data from experiments conducted
in fast fission reactors. These fast reactors generate atomic displacements at a rate similar to that

expected in a DT fusion reactor first wall. However, the transmutant helium production in an austenitic
stainless steel first wall will exceed that in fast reactor fuel cladding by about a factor of 30. Hence,
the use of the fast reactor data will involve some extrapolation. A major goal of this work is to develop

theoretical models of microstructural evolution to aid in this extrapolation.

In the present work a detailed rate-theory-based model of microstructural evolution under fast neutron irra-
diation has been developed. The prominent new aspect of this model is a treatment of dislocation evolution
in which Frank faulted loops nucleate, grow and unfault to provide a source for network dislocations while
the dislocation network can be simultaneously annihilated by a ¢limb/glide process. The predictions of this
model compare very favorably with the observed dose and temperature dependence of these key microstructural
features over a broad range. In addition, this new description of dislocation evolution has been coupled
with a previously developed model of cavity evolution and good agreement has been obtained between the pre-
dictions of the composite model and fast reactor swelling data. The results from the composite model also
reveal that the various components of the irradiation-induced microstructure evolve in a highly coupled
manner. The predictions of the composite model are more sensitive to parametric variations than more simple
models. Hence, its value as a tool in data analysis and extrapolation is enhanced.

3.0 Program

Title: Radiation Effects Mechanisms
Principal Investigators: L K. Mansur and R. E Stoller
Affiliation: Oak Ridge National Laboratory

Title: Damage Analysis and Fundamental Studies for Fusion Reactor Materials Development

Principal Investigators: G. R. Odette and G E Lucas
Affiliation: University of California, Santa Barbara

40 Relevant OAFS Program Plan Task/Subtask

Subtask 11.C.1.2 Effects of Material Parameters on Microstructure — Modeling and Analysis
Subtask 1.C.16.1 Composite Correlation Models and Experiments = Correlation Model Development
Subtask I1.C.18.3 Relating Low and High Exposure Microstructures — Modeling and Analysis

5.0 Accomplishments and Status

51 Introduction

During the last 10 to 15 years, a large amount of radiation effects data has been produced. The focus of
much of this experimental effort has been to increase our understanding of void swelling and microstructural
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evolution in austenitic stainless steels. Almost all of these experiments have been carried out in fast
fission reactors where the damage rate is similar to that which will occur in the first wall of a fusion
reactor fueled by deuterium and tritium (DT). Unfortunately, the production of helium by transmutation
reactions in an austenitic stainless steel fusion reactor first wall will be about 30 times greater than the
value obtained in fast reactor irradiations. This difference is most conveniently expressed as the ratio of
transmutant helium to atomic displacements (He/dpa ratio). The He/dpa ratio is about 0.35 appm He/dpa in
the Experimental Breeder Reactor-I1 (ERR-!) and will be about 10 appm He/dpa in a DT fusion reactor first
wall. Therefore, the use of this fast reactor data to design near-term fusion reactors will require some
extrapolation.

One purpose of the work discussed below is to aid this extrapolation of fast reactor swelling data hy deve-
loping theoretical models of microstructural evolution under fast neutron irradiation. These models can be
used in the analysis of irradiation experiments to identify key mechanisms and parameters for further study.
The use of fast reactor data to calibrate such models also permits them to be used in a predictive fashion.
Earlier work has involved the use of more simple cavity evolution models in just this way (1-4). A major
limitation of the work just referenced was the neglect of the dose dependence of microstructural features
other than the cavities. The present work represents an effort to remove this limitation by generating in a
self-consistent manner the time dependence of the major microstructural features observed in irradiated
stainless steels; cavities, Frank faulted dislocation loops and network dislocations. The influence of
second phase precipitate particles is included to a limited degree as described previously (4). Although
the model does not yet include any explicit treatment of microchemical evolution, the specific values of the
various rate-theory parameters used to calibrate the model can approximately account for this evolution.

The major approximation in this case is that the value of parameters which can be altered by microchemical
evolution {e.g. point defect biases and diffusivities) are essentially time-averaged.

5.2 Model Description

Because the details of the model are discussed elsewhere {5,6), only a summary description of the model's
features will be given here. The present work is an extension of the cavity evolution models referenced
above {1-4). That work helped to establish a generally accepted sequence of events which leads to void for-
mation in irradiated stainless steels. Voids are believed to form as the result of gas-stabilized bubblies
reaching a critical size beyond which additional gas is not required for growth. This critical size is
determined primarily by the matrix free surface energy, the temperature and the vacancy supersaturation’ 10,
References 4 and 7 describe the aspects of the model which concern cavity evolution in detail.

The familiar rate theory approach {4,11) is used to compute the sink strengths of the various extended
defects and the point defect concentrations. The concentration of vacancies and mono-, di-, tri- and tetra-
interstitials are computed at quasi-steady-state. Only the mono-defects are considered to be mobile (12}.
The tetra-interstitial is assumed to be a stable nucleus for Frank faulted loop growth. The model includes
the following extended defects: bubbles, voids, transient vacancy clusters in the form of microvoids,
subgratn structure, Frank faulted loops and network dislocations. The faulted loops and network disloca-
tions are assigned a hias for interstitials; all other sinks are unbiased.

The consideration of small interstitial clusters modifies the conventional equations for the vacancy and
interstitial concentrations by including terms which reflect their loss due to impingement upon such
clusters. The equations for the di- and tri-interstitial clusters reflect growth and shrinkage by reactions
with the mono-defects (5,6). The equation describing the tetra-interstitial population provides a tran-
sition between the discrete cluster regime and the Frank faulted loop regime. This "hybrid" equation
describes single atom transitions between the tri- and tetra-interstitial but uses an effective transition
time to describe losses to the larger loop population,

— = B.iac3 - B:Ch - CJ_. T-l.]; (1)

The B‘T] terms in Eg. (1) are impingement rates of the mono-defects on the j-th cluster size (5,6). The
1, term jn Eq. {1) is the lifetime of a tetra-interstitial against growth to the size of the first loop size

class, r Ifr, is the radius of the tetra-interstitial,
r‘" dr
v, = f HEEL) g (2)
Py dt

in which dr‘z/dt is the loop growth rate. The loop population is described by equations of the form:

£
i

dN 2 £
oL = -1 - =1
T Ni-lri NiTiH (3}
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where Nf is the number of loops in a given size class with radius r'? and the T, are computed with
appropriate limits using Eq. (2).

Equation (1) has been shown to provide an adequate boundary condition between the two regions in which
alternate mathematical descriptions of interstitial loop growth (5,6) are used. The use of the discrete
clustering description would require greater than 10* equations to describe the loop population. The hybrid
description requires about 20.

The model for the evolution of the network dislocations includes four components, two of which are only
active under irradiation while the other two are thermally activated. The thermal components are a high
temperature climb source term due to Bardeen-Herring sources and an annihilation term due to stress-assisted
directional diffusion of vacancies. The development of these components owes much to similar models which
have been developed in the study of creep {13,14). The Bardeen-Herring sources for network dislocations are
similar to Frank-Read sources except that the latter are glide driven while the former are climb driven
(15). A simple geometrical argument leads to a network dislocation (on) generation rate from
Bardeen-Herring sources (5.6):

S
RSR = 2nv8l 7D (4)

i n which vg1 is the dislocation climb velocity in the presence of a back stress due to pinned dislocations
{16,17) and SD is thermal the source density (5,6). Network dislocations can also be annihilated when

segments with“opposite Burgers vectors climb together. Ifthe average climb distance to annihilation is
dd, the characteristic time for this process is:

__cl ) {5)

This climb distance is assumed to be equal to the mean spacing of network dislocations so that

d . = {np_ /2. Under irradiation the unfaulting of Frank loops provides an additional source of network
d?l]ocatigns. The model assumes that the maximum faulted loop size is governed by the geometric constraint
that the loop unfaults upon contacting another loop Or network dislocation. This leads to an unfaulting
radius

r'::nf = ("pt)'I/Z (6)

in agreement with observation (18). In Eq (6)P is the total dislocation density. The rate at which
loops unfault (raéf) is calculated using an equatfon analogous to Eq. (2). Finally, bias driven climb
under irradiation can also lead to the annihilation of network dislocations. The climb velocity in this
case is:

véfr =B [Z?Dic,i - ZCDV(CV ) CS” - {7

The characteristic time for this process is given by analogy with Eq. (5) and the two lifetimes are added
using an electrical resistance analog:

= -1
1 * ey

+ 1{.})‘1 . (8)
This leads to the rate equation describing the evolution of the dislocation
network as

don a Loyt -
—— + - 1
2n{v 1 SE r FNu ¢ F) P TT (9)



53 Model Calibration and Predictions

Such a complex microstructural model includes a number of physical parameters. Unfortunately, values for
many of the required parameters are not well known or have only been measured in pure materials. Because of
this uncertainty about parameter values, the predictions of even a well calibrated model may not be based on
a unique set of parameter values. Other combinations of parameters can give very similar results. One goal
of the present work was to try to limit the range of possible parameter choices by including additional phy-
sical mechanisms in a well understood, simple model. This has proven to be successful. A full description
of the model calibration can be found in References 5 and 6 a couple of examples of this work will be given
here. The primary material parameters used are listed in Table 1L

Table 1. Material Parameters

vacancy migration energy, E‘\? 14 eV

Vacancy formation energy, E\t 16 eV

Interstitial migration energy, E'.? 0.8 eV

Network dislocation/interstitial bias, 1.5

Frank faulted looplinterstitial bias, Z:‘ 15

Free surface energy, ¥ 324 = 14 x 10-3 T{°C) J/m?

The thermal dislocation evolution model was first calibrated by predicting the recovery of 20% cold-worked
material with the dose rate set to zero. Using reasonable values of model parameters, very good agreement
was ohtained with dislocation densities in 20% cold-worked and aged AISI 316 stainless steel (5,6,19,20).
The sensitivity of the model predictions to the thermal dislocation evolution model will be discussed below.
Then the swelling predictions of the model were calibrated using swelling data from irradiations in the
ERR-11 of several heats of AISI 316 stainless steel which had been developed for the first core of the Fast
Flux Test Facility (FFTF) (21,22). These so-called FFTF first core heats were chosen to minimize the effect
of heat-to-heat variations. Figure 1 compares the predicted swelling and the first core data at an inter-
mediate and high fluence. The model predicts both similar incubation times (Fig. la) and peak swelling
rates. Figure 2 and Fig. 3 compare the predicted network dislocation density and peak Frank faulted loop
density with fast reactor data from several sources (18,20,23-27). Here again the agreement is very good.

An example of a new parametric dependence in the model is shown in Fig. 4, a—<. Here the influence of the
interstitial migration energy on the swelling, neﬁlwork dislocation density and peak faulted loop density is
shown. The curves labeled as the base case use Ei = 0.8. The results of the simple void swelling theory

are not sensitive to this parameter (28) and a much lower value {<0.5 eV¥) which reflects measurements on
pure materials is normally used {1-4,29). However the present model is sensitive to Ei via its effect on

the loop population. The loop evolution in turn influences the network dislocation density and the pre-
dicted swelling. An analysis of Fig. 4, a—c reveals the complex coupling of the evolution of these three
microstructural features. The higher interstitial migration energy is also consistent with recent measure-
ments of this parameter in austenitic stainless steels (30,31).

Ouring the calibration, th model was also used to compare alternate descriptions of the faulted
loop/interstitial bias, Z;. |If interstitial absorption at faulted loops is diffusion limited, a size depen-
dent bias is obtained (321) while T1Ffthe absorption is reaction rate limited a constant loop bias would
result. The temperature dependence of the predicted faulted loop density at 50 and 100 dpa and the peak
loop density are sgown in Fig. 5 The size dependent used bias was that of Wolfer and Ashkin (32). The
maximum value of Z:{r,) was 3.5 for the smallest loops and it asymptotically approached the network
dislocation/interstitial bias at large sizes. The results for a constant loop bias in Fig. 5 reflect the
base case value of 1.5). The predictions using the size dependent bias are clearly too high at the higher
temperatures (cf. Fig. 3). This result is in agreement with an analysis of loop growth during electron
irradiation performed by Yoo and Stiegler (33).
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Although the thermal dislocation evolution model was calibrated independently, the predictions of the
comprehensive model for fast neutron irradiation are sensitive to the thermal dislocation model parameters.
This sensitivity is shown in Fig. 6 where the thermal source density, S,, has been varied from the nominal
value which was determined during calibration (5.6). For temperatures lar‘eélter than 550°C the curves labeled
"Low S," and High Sn" in Fig. 6 were calculated with a 10%decrease and increase in this parameter. For
550°C and below the“value was varied by a factor of 10. At the lower temperatures the results are insen-
sitive to this variation. This is the temperature regime in which little thermal recovery occurs. However
at about 575-625°C the predictions are quite sensitive to 55. This is a temperature range in which the
microstructure of the material begins to recover in the absgnce of irradiation. This occurs largely due to
increased thermal vacancy diffusion. Under irradiation the vacancy supersaturation decreases in this tem-
perature range for the same reason. Hence the behavior of the material under irradiation begins to appear
more like the thermal'behavior and the sensitivity of the model predictions in this transition regime is not
surprising. The temperature range over which this transition occurs is known to he dependent on alloy com-
position (20). Therefore the predictions of the present model at the higher temperatures reflect the speci-
fic heat (DO) which was used to calibrate the thermal dislocation evolution model. The sensitivity of the
predicted swelling in Fig. 6 to the network dislocation density may explain in part the observations that
swelling is fairly heterogeneous in cold-worked materials.

5.4 Model Extrapolation to Fusion Conditions

The calibrated model has been used to predict swelling in a DT fusion reactor first wall. The predictions
were made for an increased He/dpa ratio of 10 appm He/dpa. The most systematically observed trend in the
literature on helium effects is that higher He/dpa ratios promote cavity formation (34,35). The effect can
he approximately described by a simple power dependence of the cavity density, Nc’ on the He/dpa ratio

Ncu(He/dpa)P {10}

where p is typically in the range of 0.5-1 (34). Here we have scaled the initial bubble densities up from
the fast reactor values using E¢. (10) with values of p reflecting weak {p = 0.2) to fairly strong (p = 0.8)
dependence on the He/dpa ratio.

Figure 7 shows the predicted swelling and network dislocation density for an intermediate value of p. p =
0.5. The general trends include & reduced incuhation time at all temperatures and enhanced swelling at both
low and high temperatures at high doses for the fusion case. At intermediate temperatures and high doses
the predicted swelling for fusion is less than the fast reactor value due to a reduced swelling rate. The
dislocation density is generally somewhat lower than for the fusion He/dpa ratio. There is some support for
this prediction in the reported dislocation densities for one heat of AISI 316 stainless steel which has
been irradiated in both the EBR~II (-0.35 appm He/dpa) and the High Flux Isotope Reactor (-70 appm He/dpa)
(36). The explicit dependence of swelling on cavity density is shown in Fig. 8. The details of the heha-
vior are complex due to the interactions between the various defect types hut the trends observed in Fig. 6
are maintained.

The reduced incubation times and enhanced low temperature swelling have potentially significant implications
for fusion reactor designs. Only a very limited amount of dimensional instability can be accommodated in
typical reactor designs (37,38) hence the incubation time is perhaps a parameter of more engineering signi-
ficance than the peak swelling rate. Further, recent conceptual designs using austenitic stainless steels
have tended to move toward lower operating temperatures (37.38).

55 Summary

The use of a comprehensive rate-theory model of microstructural evolution under fast neutron irradiation has
been described. The new features of this model include an explicit treatment of the dose dependence of both
Frank faulted loops and network dislocations. The more complex model has been shown to provide a powerful
analytical tool for data analysis and the evaluation of various theoretical concepts, e.g. the comparison of
rate limited and diffusion limited point defect absorbtion at Frank faulted loops given above. Because the
model includes additional physical mechanisms, it is more sensitive to arbitrary parameter changes. The
dependence of the model predictions on the interstitial migration energy is one example of this sensitivity.
This "stiffness" is believed to be physically meaningful.

The new model was calibrated using a well defined set of fast reactor swelling data. The calibrated model
was then used to predict swelling in an austenitic stainless steel fusion reactor first wall. The predic-
tions indicate that fast reactor swelling data may not provide an adequate representation of swelling in a
fusion reactor. Specifically, low temperature swelling is enhanced and incubation times are reduced at all
relevant temperatures for fusion reactor conditions. These results highlight the need for additional
theoretical and experimental work to improve our understanding of helium effects in a fast neutron irra-
diation environment. A recently proposed set of experiments involving the use of isotopically tailored
alloys to obtain a range of He/dpa ratios in a single reactor should be particularly useful (39,40},
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ION-INDUCEOQ SPINODAL-LIKE COMPOSITIONAL MICRO-OSCILLATIONS IN Fe-35Ni AND ITS CONSEQUENCES ON PHASE
STABTLTTY

R. A. Dodd (University of Wisconsin-Madison) and
F. A. Garner (Hanford Engineering Development Laboratory)

1.0 Objective

The object of this effort is to determine the origin and consequences of the radiation-induced micro-
oscillations in composition observed in Fe-Ni-Cr alloys in the Invar regime.

2.0 Sumnary

When Fe-35Ni is irradiated with 5 MeV Ni+ nickel ions at 625, 675 or 725°C spinodal-like micro-oscillations
in composition develop similar to those observed in Fe-35Ni-7Cr earlier at 675°C. Upon cooling down from
the irradiation temperature, however, the low nickel areas (< 28%) of Fe-35Ni transform to a cellular form
of martensite. This transformation allows the visualization— of the spacing and relationship of the low

nickel areas.
3.0 Program

Title: Irradiation Effects Analysis
Principal Investigator: D. G. Doran

Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant DAFS Produram Plan Task/Subtask

Subtask I1.C.lI. Effect of Material Parameters on Microstructure
5.0 Accomplishments and Status

5.1 Introduction

In earlier reports it was shown that Fe-Ni-Cr alloys in the Invar compositional regime decompose in a
spino?q]-like manner at temperatures in the 450 to 675°C range when irradiated with either neutrons or
ions.{1-3) The nature of these oscillations can be assessed in terms of their impact on mechanical pro-
perties Or by the use of EOX micro-analysis but heretofore they could not be observed directly since Fe, Cr
and Ni are indistinguishable using conventional election diffraction or absorption contrast.

One insight gained from the earlier studies is that chromium appears to participate in the decomposition
process as 1 Fit were only a surrogate for iron. Not only were its profiles similar to that of iron but
there was no impact of chromium on the radiation-induced changes in yield strength. It was also shown that
the m1'cr‘o-o§ciﬂat1'ons developed in ion-irradiated Fe-Ni alloys {Fe-35Ni and Fe-45N1) in the absence of
chromium. In this report the results of the continued study of Fe-35Ni after Ni+ ion irradiation to

117 dpa at 625°C, 675°C and 725°C are presented.
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5.2 Results

Since the compositional oscillations are effectively invisible in Fe-Cr-Ni specimens, one must determine
their properties by blindly probing the composition along linear traces. A two dimensional matrix of such
a probe is shown in Qéf%{éﬁge 5 for neutron-irradiated Fe-35,54i-7,5Ce, The random-direction linear traces
used in earlier studies{1-4) showed that there is an irregularity in the profiles that suggests a
not-completely periodic nature of the oscillations.

Figures 1 and 2 show that the oscillations can be either quite pronounced Or not quite so pronounced about
a given reference ﬁOIﬂt, depending on both the starting point and the crystalline vector traversed. Note
in Figure 1 that the maximum and minimum nickel concentsations observed are that of FeNi and Fe3Ni, the
same limits observed in_neutron-irradiated specimens.{1) Once again, there appears to be an irregular
structure in the compositional profile superimposed on the somewhat regular major oscillations. The reason
for this irregularity became apparent in the Fe-35Ni specimen in a way that does not occur in Fe-45Ni or_
various Fe-Ni-Cr alloys. Flgure 3 contains a micrograph which shows that relatively_irregular martensitic
re%ions have formed in a cellular fashion. There IS a large amount of internal strain in these regions as
illustrated in Figure 4, showing extensive_twinnin? within the martensite. The lower portion of Figure 3
also shows almost_out-of-contrast dislocation tangles within the martensite in another grain which does not
lace the martensite in a strongly diffracting condition. In each of the martensitic regions the composi-
ion was found to be less than 29% nickel. In every case checked, the low nickel areas were found to have
transformed. The mean size of these regions is ~200 nm. The foil thickness ranges from 10D to 150 nm in
Figures 3 and 4.

A survey of other ion-irradiated specimens (F2-45Mi and Fe-7Cr-XNi, Fe-15Cr-XNi where x = 30, 35, 45} showed
no evidence of martensite formation. However, the Fe-35M1 specimens irradiated at 675 and 725°C were also
found to have developed cellular martensite, but the size and mean spacings of the martensitic regions
increased with temperature.

Figure 3 also demonstrates in another way the effect of composition on the martensitic transformation. The
grain boundary shown in Figure 3 has has been subjected to substantial segregation of nickel. This leads
to a zone of ~0,3 um on each side of the boundary which is free of martensite. Figure 5 shows that at
another graln boundary the nickel concentration in the denuded zone 1is higher than the average of the bulk
(35%)and also shows some indication of compositional variations parallel to the boundary. These
variations become more pronounced as the distance from the boundary increases.

5.3 Discussion

As one raises either the chromium or nickel content of Fe-Cr-Ni alloys the martensitic start temperature
{Ms) s depressed. For unirradiated chromium-free Fe-35Ni and F-45Mi Ms IS below room temperature and
thé transformation should not occur. While Fe-45Ni does not decompose sufficiently during irradiation to
place small volumes below M at room temperature, Fe-35Ni decomposes enough such that substantial micro-
volumes of material have an”Ms above room temperatura, When the experiment is terminated and cooling
occurs the transformation then takes prace.

This transformation may or may not be complete in these micro%raphs but it preserves in_the microstructure
a visible record of the micro-oscillations in composition. It also demonstrates the origin of both the
local irregularity as well as the relatively periodic nature of the fluctuations.

Several ideas are suggested by this finding. First, even though chromium-bearing alloys have . tempera-
tures below that of room temperature, it does not man that such a transformation cannot be induced to
study spatial relationships in_the composition profiles. Plans are now being laid to cool Fe-Cr-Ni
specimens using dry ice or various_liquid gases. This will be done when all other examinations have been
completed. Second, it may be possible to visualize the high nickel ‘45-55%) regions as well. Note in
Figure 6 that low temperature irradiations with neutrons (and POSSIb y electrons in an HvEM for our
purposes) can be used to cause ordered FeNi to form. This will occur first in those regions with ~50%
nickel. ~This phase can also be imaged using diffraction contrast. The possibility of HvEmM irradiations of
neutron-irradiated specimens at Argonne National Laboratory is now being explored. Finally, a similar
process should occur in neutron-irradiated fFe-35N3. T¥o Sﬁecimens, one irradiated at 5z0°C to 14 dpa and
another irradiated at §00°C to 14 dpa are available.{5) These specimen developed density increases of

A0 _RY, i?diﬁgtlng that decomposition has occurred but has not yet reached the maximum level observed
earlier,(1,2) where density increases of ~1.0 percent are obtained. These specimens are now being

prepared for examination.
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500 nm

FIGURE 3. Micrograph showing formation of cellular martensite in Fe-35Ni after irradiation at 625°C.
Note denuding of martensite along grain boundary where nickel segregates.
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FIGURE 4. High magnification micrograph of cellular martensite region.
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5.4 Conclusions

Radiation-induced spinodal-like oscillations_in composition in Fe-35Ni lead to_the formation of cellular
martensite in low nickel regions during cooling to room temperature. Examination of the spatial
relationships of the transformed martensite allows us to visualize the size, spacing and nature of the
compositional oscillations that develop during irradiation.
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7.0 Future Work

Both ion and neutron-irradiated Fe-Cr-Ni and Fe-Ni soecimens will continue to be examined.
8.0 Publications

None.



?gﬁ%g&k%ﬁo%URlNG THERMAL ANNEALING oF MICRO-OSCILLATIONS DEVELOPED IN f=-35.5#1-7,5Ct DURING NEUTRON

F. A. Garner and J. M. McCarthy (Hanford Engineering Development Laboratory)

1.0 Objective

The égjegt of this effort is to determine the nature of the mechanisms by which alloys decompose during
irradiation.

2.0 Summary

ComBositionaI micro-oscillations which form in f=-35.58i-7,5Cr during neutron irradiation at 5%3°C are
stable during thermal annealing at soo°c for 24 hours. For all practical purposes it does not matter
whether the oscillations represent a srable or metastable state, since they cannot be relaxed easily by the
limited thermal diffusion available at the temperatures of their formation.

3.0 Pragram

Title: Irradiation Effects Analysis
Principal Investigator: 0. G. Doran
Affiliation: Hanford Engineering Davslopmant Laboratory

4.0 Relevant 0AFS Program Plan Task/Subtask

Subtask [1.c.1, Effect of Material Parameters on Microstructure
5.0 Accomplishments and Status

5.1 Introduction

The micro-oscillations in composition that deve'top durin? iryadiation of {navar alloys are known to have
consequences on vaid swelling and mechanical properties.\1-3) The mechanisms by which these oscillations
develop has not yet been established, however.

The first requirement_is to determine whether this phenomenon is merely an irradiation-accelerated version
of a naturally occurring but sluggish ?rogess or_whether radiation-produced point defects are muxfisiry for
the continued maintenance of the oscillations. The first of several experiments described zarlier{4

which attempt to address this question is now complete.

A TEM specimen of Fe-35.5Mi-7.5C+ irradiated in £33-11 to 38 dpa at 593°C was annealed in vacuum at 600°C
for 24 hours. This time was chosen to simulate a_typical reactor down-time, addressing the question of
whether the oscillations are unstable enough to dissolve during periods of reduced neutron flux or whether
they are "frozen-in" due to the low level of diffusion at 09°C. The specimen was then rethinned to avoid
potential surface effects on microsegregation and its relaxation qun annealing. This specimen ?%d be?n
examined prior to annealing and shown to have developed substantial oscillations in composition,{f:2,4
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5.2 Results

After annealing the specimen was reexamined using the EDX techniques employed in earlier studies. As shown
in Figure 1, the oscillations are preserved after annealing. The compositional profiles shown in Figure 1
are quite similar to those of the pre-annealing examination, as shown in Figures 2 and 3.

5.3 Discussion

One may question whether 24 hours is a sufficient annealing time by which to judge the stability,or
metastability of the oscillations. If we estimate the relaxation time by solving the equation Xx° = 70t

assumingx = 500 rm‘'*)and the diffusivity 0 ~ 10°'8 cnfsec™ 57 at s00°c we Find that t = 1.2 x 10%ec =
3.322 ; hours. This means that we would noT expect to have relaxed the compositional profiles very much
in ours.

We_now face a dilemma; to answer the question about the stability at s00°C we must anneal for at least

10° hours or we must raise the tfm?erature of the anneal to 750-800°¢, If a miscibility gap exists as
suggested by Tanji and coworkers(®) we will exceed it at some temperature and thus not be addressing the
question of stability at sco°c. Since the wavelength of the decomposition process appears to be sensitive
to temperature, we also may not be able to distinquish between relaxation to the new longer wavelength or
partial dissolution of the oscillations.

We can partially solve the dilemma by redefining the question. Is the micro-oscillation development_a
natural but accelerated consequence of an inherent tendency toward segre?atlon, an unstable state main-
tained by irradiation or a radiation-produced unstable state that for all practical purposes is stable due
to the low diffusion coefficient inherent in the absence of radiation? While we can now dismiss the second
possibility, the first and latter choices are still possibilities allowed by the results of this
experiment. Other studies now In progress are designed to address this question further.

54 Conclusions

Micro-oscillations developed in fFe-25.581-7.5Cr during neutron irradiation at 500°C cannot be relaxed by
annealing at 600°C for 24 hours. For all practical purposes it does not matter whether the oscillations
represent a stable or unstable state, since they cannot be relaxed ea3|l¥ by the limited thermal diffusion
available at the temperatures of their formation. The time required to form these oscillations has been
determined by other studies to be on the order of thousands of hours and the developing oscillations are
most likely "frozen-in" during periods of thermal annealing during reactor outages.
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D. S. Gelles and F. w. Wiffen, (£ds.), TMS-AIME, Warrendale, PA (1985) pp. 141-166.
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7.0 Future Work

Egé gnd aEEﬁ?Iing experiments will continue on Fe-35Ni and Fe-45Ni binary alloys irradiated at 420, 520 and
°C in .

8.0 Publ icat ions

None.
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CHAPTER 6

FUNDAMENTAL STUDIES OF
SPECIAL PURPOSE MATERIALS
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SWELLING OF COPPER-ALUMINUM AnD COPPER-NICKEL aLi0¥S IN FFTF-MOTA AT 450°C

F. A Garner and H. R. Brager (Hanford Engineering Oevelopment Laboratory)

1.0 Objective

The object of this effort is to provide data on the response of copper alloys to neutron_irradiation in
order to determine damage mechanisms and to provide model-based predictions of the behavior of copper
alloys in fusion environments.

2.0 Summary

Pure copper appears to swell with an S-shaped_behavior at 450*¢, tending to saturate at higher fluence
levels. "The addition of solutes such as aluminum and nickel at 5 weight percent leads to an extended tran-
sient regime and thereb¥ a reduction in swelling at low to_moderate fast neutron exposures. The_ addition
of these elements also leads to an increase in the saturation level of swelling, however, resulting in an

increase in swelling relative to that of pure copper at high fluence.

3.0

Title; [Irradiation Effects Analysis (akJ)
Principal Investigator: 0. G. Doran

Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask I1.C.1.  Effects of Material Parameters on Microstructure

5.0 Accomplishments and Status

5.1 Introduction

In an earlier repsrt the fv?lling at ~450°C was described for various copper alloys during neutron
irradiation in FFTF-MOTA. s shown in Figure 1 the higher swelling alloys often exhibit an S-shaped
behavior with accumulating fluence. Also included in the same irradiation “experiment were ¢u-541 and
Cu-sni (weight percent). Density change data are now becoming available for these two alloys as part of a
fundamental “study of the compositional dependence of swelling during neutron irradiation.

5.2 Results

The density change data for these alloys are incomplete at eresent (see Table I% but are sufficient to
demonstrate the major impact of nickel and aluminum on swelling. Note that at the higher fluences there
are often 2 or 3 separate specimens, providing some idea of the variability of swelling.
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FIGURE 1. Swelling observed in pure copper and several copper-base alloys after irradiation in FFTF-MOTA
at ~450°c, The data at 16.2 dpa were derived from miniature tensile specimens, those at higher
fluence were derived from Tem disks.

TABLE 1
Percent Swelling of Annealed Copper Alloys at ~450°C in FFTF

16.2 dpa 47.2 dpa 63.3 dpa
Cu (MARZ) 6.5 B3. 2.2 31.3, 30.1, 33.2
Cu-5 Ni 2.15 - 277, 31.8
Cur-5A1 -- -- %6.8, 45.8, 0.4

These data zre plotted in Figure 2. Whereas £u-541 clearly exhibits a delay In swelling prior to the onset
of accelerated swelllng, the lack of low fluence data on Cu-5A%1 do not allow the unqualified assumption of
delayed swelling. In both cases, however, the swelling at 63.3 dﬁa is comparable to or greater than that
of pure copper.” It also appears that the saturation level of both alloys will be greater than that of pure
copper.
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FIGURE 2. Comparison of Swelling of Cu-5A1 and Cu-5Ni with that of Pure Copper and Cu-0.1Ag.
5.3 Discussion

Brimhall and Kissinger‘(z) have shown that addition of either 2 or 20 atomic percent nickel suppresses
void swelling in copper after neutron irradiation at 285°C to 0.01 dpa. The additio 05 r)wickel to copper
also suppresses void formation during electron irradiation 3-8) and ion irradiation.(9-10)  Aluminum
additions (1-7 atomic percent) have also be?n ShO»fn to lead to reductions in swelling of copper during
neutron irradiation in the range 250-350°C, 1,12} Eased on these observations, it appears reasonable to
assume that a delay of swelling will occur at 450°C, as shown in Figure 2. A similar delay of swelling is
shown for Cu-1.8Ni-0.3Be (weight percent) in Figure Ib.

54 Conclusions

The addition of elements such as Ni, Al and Be can delay the onset of swelling in copper, but at higher
fluences this may lead to an increased amount of swelling relative to that of pure copper.
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7.0 Future Work

Density change measurements on Cu-5Ni and Cu-5A1 will continue. Data at 100 dpa will be available later in
€Y1986.

8.0 Publications

None.
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THE EFFECTS OF LOW DOSES OF 14 MeV NEUTRONS ON THE TENSILE PROPERTIES OF VARIOUS COMMERCIAL COPPER ALLOYS

H. L. Heinisch and C. Martinez (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this experiment is to determine the effect of 14 MeV neutrons on radiation-induced
changes in mechanical properties of representative commercial copper alloys, and to compare the effects
of 14 MeV and fission reactor neutrons.

2.0 Summary

Miniature tensile specimens of high purit cog?er and five copper alloys were irradiated with 0-7 fusion
neutrons in the aTNs-11 to fluences up fo 2.5 x 10!3 n/emé at 30°c and 290°C, The series of alloys
includes solution-strengthened, precipitate strengthened and dispersion strengthened alloys. TO compare
fission and fusion neutron effects, some of the alloys were also irradiated at the same temperatures to
similar damage levels in the Omega West Reactor. Tensile tests were performed at room temperature, and
the radiation-induced changes in tensile properties are examined as functions of fluence and displace-
ments per atom (dpa). All the alloys sustain less irradiation-induced strengthening than pure copper.
In contract to pure copper, the effects of fission and fusion neutrons on the yield stress changes in the
copper alloys correlate wefl on the basis of dpa.

3.0

Title: Irradiation Effects Analysis
Principal Investigator: 0. G. Doran
Affiliation: Westinghouse Hanford Company

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask 11.8.3,2 Experimental Characterization of Primary Damage State; Studies of Metals

Subtask 11.C.6.3 Effects of Damage Rate and Cascade Structure on Microstructure; Low-En2rgy/High
Energy Neutron Correlations

Subtask 11.C.16.1  14-MeV Neutron Damage Correlation

5.0 Accomplishments and Status

5.1 Introduction

Copper alloys are being considered for service in fusion reactors, especially in magnet and high heat
flux applications. Over the years many studies of irradiation effects in copper and copper alloys have
been done, most oriented toward understanding some fundamental aspects of irradiation effects. Interest
in copper alloys as potential fusion rgact?{ materials has spurred interest in further experiments; some
of which are discussed in a recent review (1),

The objectives of the present experiment are to determine the effects of D-T fusion neutrons on the
tensile properties of some commercial copper alloys and to |nvest|ﬁate the correlation of low dose fusion
and fission neutron effects. The alloys tested here are some of the same alloy? Pelng irradiated to high
fluences in the Fast Flux Test Facility (2). In pure cop?er it has been found{3) that displacements per
atom (dpa) is not an_effective correlation parameter for low dose fission and fusion effects on tensile
properties. We are interested to see if this extends to the commercial copper alloys as well.
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5.2 Irradiations

Flat miniature tensile specimens were irradiated at the Rotating Target Neutron Source (RTMS-[[) at
Lawrence Livermore National Laboratory, currently the highest source o
Irradiation temgeratures were 90°C and 290°c, and the copper specimens were exposed to neutron fluences
18 n/em?.  Companion irradiations to similar damage levels were

to four fluences from 5.2 x 1618 to 1.3 x 1020 total n/cm? in the Omega West ( )
National Laboratory. Damage rates are a minimum of 30 times higher in OWR than in the highest fluence
- I imens. Tensile tests were performed on the specimens at room temperature.
sPeC|mens_were included in irradiations for the Low Exposure Spectral Effects Experiment, described
elswhere in the proceedings of this conference (3},

up to 2.5 x 10

rTNS-11 copper alloy specimens.

tensile testing are contained in that paper.

The materials consist of Marz-grade cppPer and five commercial copper alloys listed in Table 1.
indicated in the table, the materia

S represent seve ral

Details of the RTNs-If and OWR

D-T fusion neutrons available.

erformed at 90'¢ and 290°C
eactor (0WR) at Los Alamos

categories of alloys, including

solution-strengthened, precipitation-strengthened, and dispersion-strengthened alloys.

Alloy
Cu(MARZ)

Solution-strengthened
CuAgP

Precipitation-strengthened

CuNiBe (}HT)

CuBeNi (AT)

MzC

Dispersion-strengthened
Cu-A125

5.3 Results

TABLE 1
COPPER ALLOYS

Composition (wt%)
Cu (99-999%)

Cu -0.3 Ag -0.06 P -0.03 Mg

Cu -1.8 Ni 0.3 Be

Cu-1.8 Ni 0.3 Be

Cu -0.9 Cr -0.1 Zr 0.5 Hg

Cu -0.25 &1 [as 4l1303)

Condition

annealed
(15 m at 450°¢)

20% CW and aged
(1 h at 427°0)

20% CW and aged
(3 h at 480°C)

annealed

(15 m at 935°¢)
and aged

(3 h at 430°c)

90% CW and aged
(30 m at 4757¢)

annealed
(1 h at 932'¢C)

Irradiations and the

Figure 1 shows the 0.26 offset yield stress as a function of D-T fusion neutron fluence for copper and
the copper alloys. A curve linear in the fourth root of the fluence 1is fitted to the ?ute copper data.
For the alloys the lines were drawn simply to show the trends in the data. Figure 1 illustrates the
large range In strengths of the materials considered in this study. Because of the range of values in
this figure, the amount of irradiation hardening appears small, even for annealed copper. The copper,
however, increases in yield strength by a factor of three in this fluence range.

In Fig 2 the yield stress is plotted as a function of fluence for &T#s-t1 irradiations at 250'c, There
is little strengthening of pure coEper in this fluence range. Only u3zNi(AT) shows a modest increase in
yield stress with fluence, while the other alloys either remain relatively unaffected or they soften.
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In Figs 3 and 4 the irradiation-induced change in yield stress is shown as a function of neutron fluence
for the copper alloys in comparison to pure copper. The data and fitted curve for pure copper are
plotted for reference in both figures. The irradiation-induced changes in yield stress of the high
strength alloys are small differences of large numbers, with maximum changes in this fluence range being
as little as 15%of the absolute yield stress (for the CuBeNi alloys). Uncertainties in the measurement
of yield stress are a percentage of the yield stress value. Hence, the larger the yield stress, the
greater the absolute uncertainty in the determination of the change in yield stress. This is indicated
by error bars on selected points in Figs 3 and 4 representing an uncertainty of 25% in the absolute yield
stress measurement.

Although uncertainties are large in the data for the precipitation strengthened alloys, Fig 3, there are
systematic differences between them and the data for pure copper that imply a difference in behavior.
MZC clearly sustains less irradiation-induced strengthening than pure capper at these fluences. The
yield stress changes in the alloys appear to have about the same fluence dependence as pure copper, but
shifted to higher fluences for the same amount of change.

The solution-strengthened alloy CuAgP, Fig 4, initially undergoes less strengthening than pure copper.
but it appears to strengthen at a faster rate. The dispersion-strengthened alloy CuA125 also shows less
change than pure copper.

The load-displacement curves generated during the tests on pure copper differ qualitatively with
increasing neutron fluence. For specimens irradiated at 90°C in RTNS-II the total elongation decreases
as the yield stress increases. At the highest fluence the elongation is about half of the unirradiated
value. In addition, for fluences above about 4 x 1017 n/cmZ in RTNS-IT at 90°C the curves display a yield
point phenomenon. The elongation of the OWR-irradiated specimens is also less (by a half to a third)
than for unirradiated specimens, but there is considerable scatter. Yield points also occur, but at
fluences where the irradiation strengthening is comparable to that in the RTNS-II specimens that display
yield points. That is, in pure copper the appearance of yield points corresponds to a minimum level of
irradiation strengthening, independent of the spectrum. At 290°C there were no yield points and little
change in total elongation in either spectrum.

For the alloys the load-displacement curves show no yield points at either temperature Or in either

spectrum. In the alloys the amounts of elongation are much less than in pure copper, and the elongation
tends to decrease with increasing fluence. Elongations will be discussed quantitatively in a future
report.

Three of the copper alloys, CuBeNi{AT), MIC, and CuA125 were also irradiated in OWR along with pure
copper. Figure 5 shows the change in yield stress as a function of OR total neutron fluence at 90°C for
these materials. As with the D-T fusion neutrons. the MZC and CuA125 show significantly less strengthen-
ing than pure copper in the fission reactor irradiations. The CuBeNi{AT}, on the other hand, responded
about the same as copper in the fission spectrum.

In Figs 6-9 the irradiation effects on the yield stress of pure copper and the alloys irradiated in
RTNS-II and OWR are compared. The changes in yield stress are plotted as a functon of displacements per
atom (dpa). The dpa values were determined using spectral-averaged displacement crass sections obtained
with the NJOY nuclear data code{4}. Cross sections for pure copper were used in all cases; the values
are 293 b and 3699 b for OWR and RTNS-II, respectively. Error bars in the figures denote an estimated
uncertainty of 25% in the absolute yield stress measurements. I n pure copper, Fig. 6, three times as many
dpa are needed in OWR to produce the same yield stress change as in RINS-IL. However, in all three
alloys, CuBeNi(AT), CuAl125, and MIC, the effects of fission and fusion neutrons on the yield stress
correlate well on the basis of dpa in the fluence regions where the data overlap.

5.4 Discussion and Conclusions

In RTNS-II.and OWR at 90°C and 290°C the radiation-induced changes in 0.2% offset yield stress in the
copper alloys are 1ess than those in pure copper irradiated to the same fluence. The decreased irradia-
tion strengthening in the alloys is probably a result of the increased concentration of defect sinks in
the alloys. Even at 90°C, point defects in copper are considerably mobile and would tend to interact
with the existing sinks at the expense of forming additional clusters. One should expect to see the same
phenomenon in cold-worked pure copper. It is also possible that less strengthening occurs because of
cascade-induced dissolution of precipitates, although this effect may be quite small at such low
fluences. Examination of the microstructures may reveal information pertinent to this phenomenon.
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The irradiations at 290°C had relatively little effect on the pure copper or the alloi\;§. Some softening
occurred, most dramatically in the cold worked alloys, CuBeNi{1/2HT) and CuAgP. At 290°C the effects of
temperature evidently dominate over irradiation effects. For pure copper 290°C is within the range of
Stage V recovery temperatures in annealing experiments(5), during which the operant mechanism is
dissolution of vacancy clusters. In the RTNS-II all specimens were held at temperature ostensibly only
while the neutron source was operating, which was about 2900 hours (ideally in 120 h. shifts) spread over
about 7 months. In practice, there were several times as long as an hour when the beam was off while the
furnace was at temperature. In OWR, where fluences are determined by time rather than position, the
highest fluence run was done for 200 hours in 5 eight hour shifts per week. The In-core Reactor Furnace
takes about 15 min to heat up and cool down at the beginning and end of each shift.

Unlike in pure copper, the yield stress changes in the copper alloys for fission and fusion neutron
irradiations can be correlated well on the basis of dpa. No clear evidence was found for the existence
of additional spectral effects.
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FIGURE 1. The 0.2% offset yield stress as a function of 14 MeV neutron fluence for high purity copper
and commercial copper alloys irradiated at 90°C in RTNS-II.
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FIGURE 3. The change in yield stress as a function of 14 MV neutron fluence for pure Cu, CuBeNi in two
conditions, and MZC. The error bar represents an uncertainty of *5% in the value of the

absolute yield stress of CuBeNi (AT).
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FIGURE 4. The change in yield stress as a function of 14 MV neutron fluence for pure Cu, CuAgP, and

CuAl25. The error bar represents an uncertainty of *5% in the value of the absolute yield
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FIGURE 5. The change in yield stress as a function of total neutron fluence for pure copper and copper
alloys irradiated in the Omega West Reactor at 90°C.

]

180} .
a
a
= [ 1
w
o
5 ol )
g
T i
» 1
v
Yoot ]
[
[7,]
[=] |- ]
-l
W
> slbL

-4
10 10-3 10-2 10-1
dpa

HEOL tit-117.4

FIGURE 6. The change in yield stress as a function of dpa for annealed pure copper irradiated in RTNS-II.
and OWR at 90°C,
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FIGURE 7. The change in yield stress as a function of dpa for CuBeNi (AT) irradiated at 90°C in RTNS-II
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FIGURE 8. The change in yield stress as a function of dpa for alumina dispersion-strengthened copper
fCuA125) irradiated at 90°C in RTNS-IT and OWR
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FIGURE 9. The change in yield stress as a function of dpa for MZC copper alloy irradiated at 90°C in
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